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#### Abstract

The mathematical aspects of diffusion tensor magnetic resonance imaging (DTMRI, or DTI), the measurement of the diffusion tensor by magnetic resonance imaging (MRI), are discussed in this three-part series. In part II, different formulas for measuring diffusion anisotropy are compared in two and three dimensions. The use of magnetic field gradients to measure diffusion is explained, including calculation of the diffusion-weighting $b$ factor. Selection of gradient directions is discussed, with the focus on directions defined by the regular polyhedra (Platonic solids). © 2006 Wiley Periodicals, Inc. Concepts Magn Reson Part A 28A: 123-154, 2006
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## INTRODUCTION

This three-part series discusses the mathematical aspects of diffusion tensor magnetic resonance imaging (DTMRI, or DTI). Part I presented formulas for rotation of vectors and tensors and explained how to

[^0]calculate the tensor's eigenvectors, which correspond to the directions of the diffusion ellipsoid's axes, and eigenvalues, which correspond to the squares of the lengths of the diffusion ellipsoid's hemiaxes.

This second part discusses an important piece of information in the tensor and explains more about the acquisition of DTI data. Part II begins with a discussion of different ways to evaluate the degree of anisotropy of a tensor, which is commonly expressed as a diffusion anisotropy index (DAI). The degree of anisotropy, as reflected in DAIs, is important because it has been found to be decreased in one or more brain regions in a number of diseases. Calculation of the diffusion-weighting $b$ factor is explained next. Meth-
ods for eliminating the effects of nondiffusion gradients in diffusion-weighted imaging (DWI) and DTI, both static background gradients and imaging gradients, are presented. Although these methods are not applied universally, they will become more important at higher field strengths (3 Tesla and beyond), especially for tractography. The last section explores different gradient encoding schemes for DWI and DTI. Knowledge about gradient encoding schemes allows the selection of an optimal scheme for a DTI study and the evaluation of schemes used in other studies.

Part III explains how the tensor is calculated from DWI data in six or more directions, discusses computer simulations and the effects of noise on DTI measurements, and explores the optimization of DTI data acquisition and processing.

## DIFFUSION ANISOTROPY INDICES

The purposes of this section are (1) to show how information about the degree of anisotropy in the diffusion ellipsoid, as represented by the tensor, can be quantified in a single number called a diffusion anisotropy index (DAI), (2) to show how to calculate several proposed DAIs, (3) to compare the properties of these DAIs, and (4) to show that the commonly used DAIs have similar abilities to tell whether two tensors have the same or different degrees of anisotropy.

## Background

The full diffusion tensor $\mathbf{D}$ contains much information. Many applications require a simple idea of the amount of anisotropy. Some two-dimensional plots have been suggested for this purpose ( 1,2 ). However, for quantitative measurements in brain white matter, a single number is more useful for comparing different groups or for monitoring changes over time. Such a single number is called a "diffusion anisotropy index" or DAI, and several have been suggested. The most widely used DAIs range from 0 (isotropic) to 1 (anisotropic) for non-negative eigenvalues, and they can be calculated from the tensor elements without diagonalization (calculation of eigenvalues).

Trying to understand the most commonly used DAIs by reading published articles can be confusing for several reasons:

1. Formulas may be expressed in terms of diffusion tensor elements, eigenvalues, or rotational invariants, and the conversions between these forms are not always obvious. The equivalent formulas are all shown in Tables 1-4.
2. Some formulas may be expressed in different ways by the use of algebraic identities (3) such as

$$
\begin{align*}
& 3\left[\left(D_{x x}-D_{\mathrm{av}}\right)^{2}+\left(D_{y y}-D_{\mathrm{av}}\right)^{2}+\left(D_{z z}-D_{\mathrm{av}}\right)^{2}\right] \\
& \quad=\left(D_{x x}-D_{y y}\right)^{2}+\left(D_{y y}-D_{z z}\right)^{2} \\
& +\left(D_{z z}-D_{x x}\right)^{2}  \tag{1}\\
& 3\left[\left(\lambda_{1}-D_{\mathrm{av}}\right)^{2}+\left(\lambda_{2}-D_{\mathrm{av}}\right)^{2}+\left(\lambda_{3}-D_{\mathrm{av}}\right)^{2}\right] \\
& \quad=\left(\lambda_{1}-\lambda_{2}\right)^{2}+\left(\lambda_{2}-\lambda_{3}\right)^{2}+\left(\lambda_{3}-\lambda_{1}\right)^{2} \tag{2}
\end{align*}
$$

and the corresponding 2D identities

$$
\begin{equation*}
2\left[\left(D_{x x}-D_{\mathrm{av}}\right)^{2}+\left(D_{y y}-D_{\mathrm{av}}\right)^{2}\right]=\left(D_{x x}-D_{y y}\right)^{2} \tag{3}
\end{equation*}
$$

$2\left[\left(\lambda_{1}-D_{\mathrm{av}}\right)^{2}+\left(\lambda_{2}-D_{\mathrm{av}}\right)^{2}\right]=\left(\lambda_{1}-\lambda_{2}\right)^{2}$
3. Some DAIs have been redefined to range from 0 for isotropic diffusion to 1 for completely anisotropic diffusion. Originally fractional anisotropy ( $F A$ ) ranged from 0 to 1 , relative anisotropy ( $R A$ ) from 0 to $2^{1 / 2}$, and volume ratio $(V R)$ from 1 to 0 . Dividing $R A$ by $2^{1 / 2}$ so that it ranges from 0 to 1 may produce inconsistent formulas if it is not renamed ( $2,4-7$ ). Renaming the rescaled $R A$ as $A_{\sigma}(8)$ or $A_{\text {sd }}(9)$ may appear to create an entirely new DAI. Similarly, using $1-V R$ so that it ranges from 0 to 1 produces inconsistent formulas if it is not renamed ( 5,10 ), and a new apparent DAI when it is renamed volume fraction, $V F$ (2). This article uses the notation $s R A$ to indicate $R A$ scaled to be between 0 and 1 .
4. Mistakes have occurred in published formulas of $F A(9,11,12), A_{\mathrm{sd}}(9,12-14), V R(15)$, and VF (2).

## Intravoxel Diffusion Anisotropy Indices in Three Dimensions

The DAI formulas for standard 3D diffusion are expressed in terms of eigenvalues in Table 1, and in

Table 1 Summary of 3D Intravoxel DAI Formulas That Range from Zero (Isotropic) to One (Anisotropic), Expressed in Terms of Eigenvalues

| Index | Definition | Eigenvalue Formula |
| :---: | :---: | :---: |
| Fractional Anisotropy (FA) | $\begin{aligned} & \left(3 \mathbf{D}_{\mathrm{an}}: \mathbf{D}_{\mathrm{an}} / 2 \mathbf{D}: \mathbf{D}\right)^{1 / 2}=\left(1-I_{2} /\right. \\ & \left.I_{4}\right)^{1 / 2} \end{aligned}$ | $\sqrt{\frac{3\left[\left(\lambda_{1}-D_{\mathrm{av}}\right)^{2}+\left(\lambda_{2}-D_{\mathrm{av}}\right)^{2}+\left(\lambda_{3}-D_{\mathrm{av}}\right)^{2}\right]}{2\left(\lambda_{1}^{2}+\lambda_{2}^{2}+\lambda_{3}^{2}\right)}}$ |
| Scaled relative anisotropy $(s R A)$ | $\begin{aligned} & \left(\mathbf{D}_{\mathrm{a}}: \mathbf{D}_{\mathrm{an}} / 6\right)^{1 / 2} / D_{\mathrm{av}}=(1- \\ & \left.D_{\mathrm{suff}}^{2}\right)^{1 / 2} / D_{\mathrm{av}}=\left(1-3 I_{2} /\right. \\ & \left.I_{1}^{2}\right)^{1 / 2} \end{aligned}$ | $\frac{\sqrt{\left(\lambda_{1}-D_{\mathrm{av}}\right)^{2}+\left(\lambda_{2}-D_{\mathrm{av}}\right)^{2}+\left(\lambda_{3}-D_{\mathrm{av}}\right)^{2}}}{\sqrt{6} D_{\mathrm{av}}}$ |
| Volume fraction $(V F)$, volume ratio ( $V R$ ) | $\begin{aligned} 1 & -I_{3} / D_{\mathrm{av}}^{3}=1-\left(\mathrm{D}_{\mathrm{vol}} / D_{\mathrm{av}}\right)^{3} \\ & =1-27 I_{3} /\left(I_{1}\right)^{3} \end{aligned}$ | $1-\lambda_{1} \lambda_{2} \lambda_{3} / D_{\mathrm{av}}^{3}$ |
| $U A_{\text {surf }}$ | $1-D_{\text {surf }} / D_{\text {av }}$ | $1-\left[\left(\lambda_{1} \lambda_{2}+\lambda_{2} \lambda_{3}+\lambda_{3} \lambda_{1}\right) / 3\right]^{1 / 2} / D_{\mathrm{av}}$ |
| $U A_{\text {vol }}$ | $1-D_{\text {vol }} / D_{\mathrm{av}}$ | $1-\left(\lambda_{1} \lambda_{2} \lambda_{3}\right)^{1 / 3} / D_{\text {av }}$ |
| $U A_{\text {vol, surf }}$ | $\begin{gathered} 1-D_{\text {vol }} D_{\text {surf }}=\left(U A_{\text {vol }}-\right. \\ \left.U A_{\text {surf }}\right) /\left(U A_{\text {surf }}-1\right) \end{gathered}$ | $1-\left(\lambda_{1} \lambda_{2} \lambda_{3}\right)^{1 / 3} /\left[\left(\lambda_{1} \lambda_{2}+\lambda_{2} \lambda_{3}+\lambda_{3} \lambda_{1}\right) / 3\right]^{1 / 2}$ |
| Lattice index, $L I_{N}$ | $\left(F A+F A^{2}\right) / 2$ |  |

Note: $\mathbf{D}_{\mathrm{an}}$ is the anisotropic part of $\mathbf{D}$ (Eq. [I-67]). The rotational invariants $I_{1}, I_{2}, I_{3}, D_{\mathrm{av}}, D_{\text {surf }}$, and $D_{\text {vol }}$ were defined in Part I.
terms of tensor elements in Table 2. The most widely used DAI is probably $F A(10,16-20)$. Although $R A$ and $V R$ were introduced at the same time as $F A$, the popularity of $F A$ may stem from the fact that it ranges from 0 for isotropic diffusion to 1 for completely anisotropic diffusion, whereas $R A$ ranges from 0 to $2^{1 / 2}$, and $V R$ ranges from 1 to 0 . However, $s R A$ appears to have some advantage in that for cylindrical symmetry, its value is a linear function of the largest eigenvalue (5), whereas $F A$ is concave down and $V F$
has a sigmoid shape. Nevertheless, the initial preference for $F A$ appears to persist, perhaps because some people have a sense of the expected $F A$ values in different brain regions, or they wish to compare new studies with older published data.

In addition to these three common DAIs, other indices have been proposed. Armitage and Bastin derived the gamma-variate anisotropy index ( $G V$ ) from $s R A$ in an attempt to improve the "sensitivity" over the $R A$ range found in the brain (9). Bahn pro-

Table 2 Summary of 3D Intravoxel DAI Formulas That Range from 0 (Isotropic) to 1 (Anisotropic), Expressed in Terms of Tensor Elements

| Index | Tensor Element Formula |
| :---: | :---: |
| Fractional anisotropy (FA) | $\sqrt{\frac{3\left[\left(D_{x x}-D_{\mathrm{av}}\right)^{2}+\left(D_{y y}-D_{\mathrm{av}}\right)^{2}+\left(D_{z z}-D_{\mathrm{av}}\right)^{2}+2\left(D_{x y}^{2}+D_{x z}^{2}+D_{y z}^{2}\right)\right]}{2\left[D_{x x}^{2}+D_{y y}^{2}+D_{z z}^{2}+D_{z z}^{2}+2\left(D_{x y}^{2}+D_{x z}^{2}+D_{y z}^{2}\right)\right]}}$ |
| Scaled relative anisotropy $(s R A)$ | $\frac{\sqrt{\left(D_{x x}-D_{\mathrm{av}}\right)^{2}+\left(D_{y y}-D_{\mathrm{av}}\right)^{2}+\left(D_{z z}-D_{\mathrm{av}}\right)^{2}+2\left(D_{x y}^{2}+D_{x z}^{2}+D_{y z}^{2}\right)}}{\sqrt{6} D_{\mathrm{av}}}$ |
| Volume fraction ( $V F$ ), <br> Volume ratio ( $V R$ ) | $\begin{aligned} 1 & -\left[D_{x x} D_{y y} D_{z z}+2 D_{x y} D_{x z} D_{y z}-\left(D_{z z} D_{x y}^{2}+D_{y y} D_{x z}^{2}+D_{y y} D_{x z}^{2}\right.\right. \\ & \left.\left.+D_{x x} D_{y z}^{2}\right)\right] / D_{\mathrm{av}}^{3} \end{aligned}$ |
| $U A_{\text {surf }}$ | $1-\frac{\sqrt{D_{x x} D_{y y}+D_{y y} D_{z z}+D_{z z} D_{x x}-\left(D_{x y}^{2}+D_{x z}^{2}+D_{y z}^{2}\right)}}{\sqrt{3} D_{\mathrm{av}}}$ |
| $U A_{\text {vol }}$ | $1-\sqrt[3]{D_{x x} D_{y y} D_{z z}+2 D_{x y} D_{x z} D_{y z}-\left(D_{z z} D_{x y}^{2}+D_{y y} D_{x z}^{2}+D_{x x} D_{y z}^{2}\right)} D_{\mathrm{av}}$ |
| $U A_{\text {vol, } \text {, }}$ | $1-\frac{\sqrt[3]{D_{x x} D_{y y} D_{z z}+2 D_{x y} D_{x z} D_{y z}-\left(D_{z z} D_{x y}^{2}+D_{y y} D_{x z}^{2}+D_{x x} D_{y z}^{2}\right)}}{\sqrt{\frac{D_{x x} D_{y y}+D_{y y} D_{z z}+D_{z z} D_{x x}-\left(D_{x y}^{2}+D_{x z}^{2}+D_{y z}^{2}\right)}{3}}}$ |
| Gamma variate <br> Lattice index, $L I_{N}$ | $\begin{aligned} & {\left[a e^{-b s R A}\left(b^{2} s R A^{2}+2 b s R A+2\right)-2 a\right] / b^{3}, a=-259.57, b=8} \\ & \left(F A+F A^{2}\right) / 2 \end{aligned}$ |

posed some new rotational invariants and new DAIs derived from those invariants. Some of these proposed DAIs were identical to previously defined DAIs (1). Ulug et al. introduced some new rotational invariants ( $D_{\mathrm{av}}, D_{\text {surf }}, D_{\text {vol }}$, and $D_{\mathrm{mag}}$ ) derived from the three fundamental invariants $I_{1}, I_{2}$, and $I_{3}$ (21). They defined three new "ultimate anisotropy" indices$U A_{\text {surf }}, U A_{\text {vol }}$, and $U A_{\text {vol, surf }}$-in terms of their newly defined rotational invariants, and showed how to calculate $F A, R A$, and $V R$ from these same invariants. These new $U A$ indices were defined confusingly in the form of $\left[(-X)^{2}\right]^{1 / 2}$, which equals $X$. The definitions in Tables 1 and 2 avoid this confusion by avoiding the squares and square roots. The $U A$ indices all range from 0 for isotropic diffusion to 1 for completely anisotropic diffusion. Ulug et al. (21) pointed out that DAIs like theirs and $G V$ do not improve sensitivity over $s R A$ or $F A$ because their algebraic formulas affect signal and noise in the same way. All these DAIs are included in Tables 1 and 2.

The different DAIs do not represent independent descriptions of anisotropy (22). Fractional anisotropy (6), $U A_{\text {surf }}$, and $G V$ can be expressed in terms of $s R A$, $U A_{\text {vol }}$ in terms of $V F$, and $U A_{\text {vol,surf }}$ in terms of $s R A$ and $V F$.

$$
\begin{gather*}
F A=s R A\left[3 /\left(2 s R A^{2}+1\right)\right]^{1 / 2}  \tag{5}\\
U A_{\text {surf }}=1-\left(1-s R A^{2}\right)^{1 / 2}  \tag{6}\\
G V=259.57\left[1-e^{-8 s R A}\left(32 s R A^{2}\right.\right. \\
+8 s R A+1)] / 256 \\
s R A=F A /\left(3-2 F A^{2}\right)^{1 / 2}=\left[1-\left(1-U A_{\text {surf }}\right)^{2}\right]^{1 / 2}  \tag{8}\\
V F=1-\left(1-U A_{\text {vol }}\right)^{3}  \tag{9}\\
U A_{\text {vol }}=1-(1-V F)^{1 / 3}  \tag{10}\\
U A_{\text {vol, surf }}=1-(1-V F)^{1 / 3} /\left(1-s R A^{2}\right)^{1 / 2} \tag{11}
\end{gather*}
$$

With cylindrically symmetric diffusion there are two identical eigenvalues, which we call $D 2$, and a third eigenvalue, which we call $D 1$. In this case the anisotropy can be represented by the parameter $A$, which was defined in (8) and is identical to $A_{\text {fiber }}=-A_{\text {disk }}$ of (21):

$$
\begin{gather*}
A=\left(D 1 / D_{\mathrm{av}}-1\right) / 2=(D 1-D 2) / 3 D_{\mathrm{av}}  \tag{12}\\
D 1=D_{\mathrm{av}}(1+2 A)  \tag{13}\\
D 2=D_{\mathrm{av}}(1-A)  \tag{14}\\
D_{\mathrm{av}}=(D 1+2 D 2) / 3 \tag{15}
\end{gather*}
$$

$A$ ranges from -0.5 for completely anisotropic oblate diffusion $(D 1=0)$ through 0 for isotropic diffusion $(D 1=D 2)$ to 1 for completely anisotropic prolate diffusion $(D 2=0)$. For cylindrical symmetry, each DAI can be expressed in terms of $A$. For A>0:

$$
\begin{gather*}
s R A=A \\
F A=A\left[3 /\left(2 A^{2}+1\right)\right]^{1 / 2} \\
G V=259.57\left[1-e^{-8 A}\left(32 A^{2}+8 A+1\right)\right] / 256  \tag{18}\\
U A_{\text {surf }}=1-\left(1-A^{2}\right)^{1 / 2}  \tag{19}\\
V F=3 A^{2}-2 A^{3}  \tag{20}\\
U A_{\text {vol }}=1-\left[1-\left(3 A^{2}-2 A^{3}\right)\right]^{1 / 3}  \tag{21}\\
U A_{\text {vol, surf }}=1-\left[1-\left(3 A^{2}-2 A^{3}\right)\right]^{1 / 3} /\left(1-A^{2}\right)^{1 / 2} \tag{22}
\end{gather*}
$$

For $A<0$, it is necessary to replace $A$ with $-A$ in the formulas for $s R A, F A$, and $G V$ :

$$
\begin{array}{r}
s R A=-A \quad(A<0) \\
F A=-A\left[3 /\left(2 A^{2}+1\right)\right]^{1 / 2} \quad(A<0) \\
G V=259.57\left[1-e^{8 A}\left(32 A^{2}-8 A+1\right)\right] / 256 \\
(A<0) \tag{25}
\end{array}
$$

The seven DAIs in Tables 1 and 2, Eqs. [5-11], and Eqs. [16-25] are plotted as a function of $A$ in Fig. 1. The derivative of each DAI with respect to $A$ can be calculated as follows for $A>0$ :

$$
\begin{equation*}
d s R A / d A=1 \tag{26}
\end{equation*}
$$

$$
\begin{equation*}
d F A / d A=\left[3 /\left(2 A^{2}+1\right)^{3}\right]^{1 / 2} \tag{27}
\end{equation*}
$$




Figure 1 Values of 3D diffusion anisotropy indices (DAIs) as a function of the cylindrical symmetry parameter A (Eq. [12]), for (a) prolate ellipsoids ( $A>0$ ), and (b) oblate ellipsoids $(A<0)$.

$$
\begin{gather*}
d G V / d A=259.57 A^{2} e^{-8 A}  \tag{28}\\
d U A_{\mathrm{surf}} / d A=A /\left(1-A^{2}\right)^{1 / 2}  \tag{29}\\
d V F / d A=6 A(1-A)  \tag{30}\\
d U A_{\mathrm{vol}} / d A=2 A(1-A) /\left[1-\left(3 A^{2}-2 A^{3}\right)\right]^{2 / 3}  \tag{31}\\
\frac{d U A_{\mathrm{vol}, \text { surf }}}{d A}=\frac{A(1-A)^{1 / 2}}{(1+A)^{3 / 2}\left[1-\left(3 A^{2}-2 A^{3}\right)\right]^{2 / 3}} \tag{32}
\end{gather*}
$$

For $A<0$, the formulas for the derivatives of $s R A$, $F A$, and $G V$ must be modified as follows:

$$
\begin{equation*}
d s R A / d A=-1 \quad(A<0) \tag{33}
\end{equation*}
$$

$$
\begin{array}{cc}
d F A / d A=-\left[3 /\left(2 A^{2}+1\right)^{3}\right]^{1 / 2} & (A<0) \\
d G V / d A=-259.57 A^{2} e^{8 A} & (A<0) \tag{35}
\end{array}
$$

These derivatives are shown in Fig. 2. Equations [5-11] also lead to the following relationships for the derivatives with respect to $s R A$ or $U A_{\mathrm{vol}}$ : $d F A / d s R A$ (7), $d G V / d s R A$ (9), $d U A_{\text {surf }} / d s R A$ (22), and $d V F /$ $d U A_{\mathrm{vol}}(22)$.

$$
\begin{gather*}
d F A / d s R A=(F A / s R A)^{3} / 3=\left[3 /\left(2 s R A^{2}+1\right)^{3}\right]^{1 / 2}  \tag{36}\\
d G V / d s R A=259.57 s R A^{2} e^{-8 s R A}  \tag{37}\\
d U A_{\text {surf }} / d s R A=s R A /\left(1-s R A^{2}\right)^{1 / 2} \tag{38}
\end{gather*}
$$




Figure 2 Derivatives of 3D diffusion anisotropy indices (DAIs) with respect to the cylindrical symmetry parameter $A$ (Eq. [12]), for (a) prolate ellipsoids ( $A>0$ ), and (b) oblate ellipsoids $(A<0)$.


Figure 3 Anisotropy maps for six of the 3D DAIs, excluding $U A_{\text {surf }}$. Top row: $F A, G V$, and $s R A$. Bottom row: $V R, U A_{\text {vol }}$, and $U A_{\text {vol,surf }}$. The linear intensity scale is different for each image. The DTI data were acquired with six different gradient directions corresponding to the edges of a cube (six gradient pairs). Each direction was repeated twice with positive gradients and twice with negative gradients to eliminate cross-terms between the diffusion gradients and imaging gradients (44). The black spots in the splenium of the corpus callosum are areas where the eigenvalue calculation failed, presumably due to the presence of negative eigenvalues.

$$
\begin{equation*}
d V F / d U A_{\mathrm{vol}}=3\left(1-U A_{\mathrm{vol}}\right)^{2} \tag{39}
\end{equation*}
$$

An image whose pixel intensity is proportional to the value of a DAI is called a DAI map. DAI maps typically are scaled by a factor of 1,000 so that they have pixel intensities comparable to those of the raw DW images. Examples of DAI maps for six of the DAIs discussed here, excluding $U A_{\text {surf }}$, are shown in Fig. 3. These images were acquired in a volunteer who gave informed consent under a protocol approved by the Institutional Review Board of the North Shore Long Island Jewish Health System. The intensity scale is linear in each case, but the scale is different in each DAI map. Notice that all six DAI maps can have the display range adjusted so that the same key features are visible in each one. However, there are also noticeable differences with the display
scales used here. The maps could be made to look even more similar with nonlinear display scales. These DAI maps show that the same basic information is available with all the DAIs, though certain features may be seen more easily with one DAI than with another.

## Unnormalized DAIs

All the DAIs discussed so far have been dimensionless. Each DAI has a numerator, which contains information about anisotropy, a denominator, which has the same units as the numerator and provides a normalization factor like $D_{\mathrm{av}}$, and a scale factor to ensure that the DAI has a value between 0 and 1 for positive eigenvalues. It has been suggested that sometimes it may be useful to consider the numerator and denom-

Table 3 Summary of 2D Intravoxel DAI Formulas That Range from 0 (Isotropic) to 1 (Anisotropic), Expressed in Terms of Eigenvalues

| Index | Definition | Eigenvalue Formula |
| :--- | :--- | :--- |
| $F A$ | $\left(2 \mathbf{D}_{\mathrm{an}}: \mathbf{D}_{\mathrm{an}} / \mathbf{D}: \mathbf{D}\right)^{1 / 2}$ | $\sqrt{\frac{2\left[\left(\lambda_{1}-D_{\mathrm{av}}\right)^{2}+\left(\lambda_{2}-D_{\mathrm{av}}\right)^{2}\right]}{\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right)}}=\left(\lambda_{1}-\lambda_{2}\right) /\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right)^{1 / 2}$ |
| $s R A$ | $\left(\mathbf{D}_{\mathrm{an}}: \mathbf{D}_{\mathrm{an}} / 2\right)^{1 / 2} / D_{\mathrm{av}}$ | $\frac{\sqrt{\left(\lambda_{1}-D_{\mathrm{av}}\right)^{2}+\left(\lambda_{2}-D_{\mathrm{av}}\right)^{2}}}{\sqrt{2} D_{\mathrm{av}}}=\left(\lambda_{1}-\lambda_{2}\right) /\left(\lambda_{1}+\lambda_{2}\right)$ |
| $V F$ | $1-I_{2} / D_{\mathrm{av}}^{2}$ | $1-\lambda_{1} \lambda_{2} / D_{\mathrm{av}}^{2}$ |
| $U A_{\text {area }}$ | $1-D_{\mathrm{area}} / D_{\mathrm{av}}$ | $1-2\left(\lambda_{1} \lambda_{2}\right)^{1 / 2} /\left(\lambda_{1}+\lambda_{2}\right)$ |
| $L I_{N}$ | $\left(F A+F A^{2}\right) / 2$ |  |

Note: $\mathbf{D}_{\mathrm{an}}$ is the anisotropic part of $\mathbf{D}$ (Eq. [I-67]). The rotational invariants $I_{1}, I_{2}, I_{3}, D_{\mathrm{a}}$, and $D_{\text {area }}$ were defined in Part I.
inator separately to determine whether a change in a DAI is caused primarily by a change in the anisotropic numerator or the isotropic denominator (23). The numerator of $s R A$, scaled to be no greater than $D_{\text {av }}$ for positive eigenvalues, could be called the absolute anisotropy, $A A$ :

$$
\begin{align*}
A A=s R A * D_{\mathrm{av}}=\left\{\left[\left(\lambda_{1}-\right.\right.\right. & \left.D_{\mathrm{av}}\right)^{2}+\left(\lambda_{2}-D_{\mathrm{av}}\right)^{2} \\
& \left.\left.+\left(\lambda_{3}-D_{\mathrm{av}}\right)^{2}\right] / 6\right\}^{1 / 2} \tag{40}
\end{align*}
$$

$A A=\left\{\left[\left(D_{x x}-D_{\mathrm{av}}\right)^{2}+\left(D_{y y}-D_{\mathrm{av}}\right)^{2}+\left(D_{z z}-D_{\mathrm{av}}\right)^{2}\right.\right.$

$$
\begin{equation*}
\left.\left.+2 D_{x y}^{2}+2 D_{x z}^{2}+2 D_{y z}^{2}\right] / 6\right\}^{1 / 2} \tag{41}
\end{equation*}
$$

One advantage of $A A$ over $s R A$ or $F A$ is that it can be calculated even if the $b=0$ signal intensity is not known, or is inaccurate or imprecise. For example, if DTI data were collected for calculation of eigenvectors, where no $b=0$ knowledge is required, and later some anisotropy information were desired, $A A$ could provide some anisotropy information.

## Intravoxel Diffusion Anisotropy Indices in Two Dimensions

The DAI formulas for 2D diffusion are expressed in terms of eigenvalues in Table 3 and tensor elements in

Table 4. As with the 3D DAIs, some 2D DAIs can be expressed in terms of other 2D DAIs.

$$
\begin{gather*}
F A=s R A\left[2 /\left(s R A^{2}+1\right)\right]^{1 / 2}  \tag{2D}\\
s R A=F A /\left(2-F A^{2}\right)^{1 / 2}  \tag{42}\\
=\left[1-\left(1-U A_{\text {area }}\right)^{2}\right]^{1 / 2}  \tag{2D}\\
U A_{\text {area }}=1-\left(1-s R A^{2}\right)^{1 / 2}  \tag{44}\\
=1-(1-V F)^{1 / 2}  \tag{2D}\\
V F=s R A^{2} \quad(2 \mathrm{D})
\end{gather*}
$$

Notice that every 2D DAI can be expressed as a function of $s R A$, and therefore as a function of every other 2D DAI. Furthermore, unlike ellipsoids, ellipses do not have prolate and oblate categories. As a result, the 2 D analog of $A$ is never negative, and is given by

$$
\begin{array}{r}
A=\left(D 1 / D_{\mathrm{av}}-1\right)=(D 1-D 2) / 2 D_{\mathrm{av}}  \tag{2D}\\
D 1=D_{\mathrm{av}}(1+A) \quad(2 \mathrm{D}) \\
D 2=D_{\mathrm{av}}(1-A) \quad(2 \mathrm{D})
\end{array}
$$

Table 4 Summary of 2D Intravoxel DAI Formulas That Range from 0 (Isotropic) to 1 (Anisotropic), Expressed in Terms of Tensor Elements

| Index | Tensor Element Formula |
| :--- | :--- |
| $F A$ | $\left\{\left[\left(D_{x x}-D_{\mathrm{av}}\right)^{2}+\left(D_{y y}-D_{\mathrm{av}}\right)^{2}+2 D_{x y}^{2}\right] /\left[D_{x x}^{2}+D_{y y}^{2}+2 D_{x y}^{2}\right]\right\}^{1 / 2}$ |
| $s R A$ | $\left\{\left[\left(D_{x x}-D_{\mathrm{av}}\right)^{2}+\left(D_{y y}-D_{\mathrm{av}}\right)^{2}+2 D_{x y}^{2}\right] / 2\right\}^{1 / 2} / D_{\mathrm{av}}$ |
| $V F$ | $1-\left(D_{x x} D_{y y}-D_{x y}^{2}\right) / D_{\mathrm{av}}^{2}$ |
| $U A_{\text {area }}$ | $1-2\left(D_{x x} D_{y y}-D_{x y}^{2}\right)^{1 / 2} /\left(D_{x x}+D_{y y}\right)$ |
| $L I_{N}$ | $\left(F A+F A^{2}\right) / 2$ |



Figure 4 (a) Values of 2D diffusion anisotropy indices (DAIs) as a function of the anisotropy parameter $A$ (Eq. [46]). (b) Derivatives of 2D diffusion anisotropy indices (DAIs) with respect to the anisotropy parameter $A$.
where $D 1>D 2$. The 2D DAIs can also be expressed as a function of $A$.

$$
\begin{gather*}
s R A=A  \tag{49}\\
F A=A\left[2 /\left(A^{2}+1\right)\right]^{1 / 2} \quad(2 \mathrm{D})  \tag{50}\\
U A_{\text {area }}=1-\left(1-A^{2}\right)^{1 / 2} \quad(2 \mathrm{D})  \tag{51}\\
V F=A^{2} \quad(2 \mathrm{D}) \tag{52}
\end{gather*}
$$

The four DAIs in Tables 3 and 4, Eqs. [42-45], and Eqs. [49-52] are plotted as a function of $A$ in Fig. 4(a). The derivative of each 2D DAI with respect to $A$ can also be calculated.

$$
\begin{equation*}
d s R A / d A=1 \quad(2 \mathrm{D}) \tag{53}
\end{equation*}
$$

$$
\begin{gather*}
d F A / d A=\left[2 /\left(A^{2}+1\right)^{3}\right]^{1 / 2}  \tag{54}\\
d U A_{\text {area }} / d A=A /\left(1-A^{2}\right)^{1 / 2}  \tag{55}\\
d V F / d A=2 A \tag{56}
\end{gather*}
$$

These derivatives are shown in Fig. 4(b). Because $s R A=A$, replacing $A$ with $s R A$ in Eqs. [54-56] yields the derivative with respect to $s R A$.

$$
\begin{gather*}
d F A / d s R A=\left[2 /\left(s R A^{2}+1\right)^{3}\right]^{1 / 2}  \tag{2D}\\
d U A_{\text {area }} / d s R A=s R A /\left(1-s R A^{2}\right)^{1 / 2}  \tag{2D}\\
d V F / d s R A=2 s R A \quad(2 \mathrm{D}) \tag{58}
\end{gather*}
$$

## Intervoxel Diffusion Anisotropy Indices

The DAIs discussed above use a single set of DTI data. It is also possible to define DAIs that use more than one set of data. These different data sets may be repetitions of data in an individual voxel or data from surrounding voxels. These indices will be called "intervoxel indices," even when they are applied to repeated data from a single voxel, because they allow the use of data from neighboring voxels when calculating the DAI in one voxel. One option with multiple data sets is simply to average the raw data before calculating the tensor. In general, when multiple sets of data are going to be processed the same way, it is better to average the data as soon as possible in the chain of calculations. For example, it is better to average each quadrature channel individually before calculating the magnitude. If this is not possible, it is better to average the magnitudes before calculating the tensor. If that is not possible, it is better to average the tensors before calculating eigenvalues and eigenvectors. If the presence of multiple data sets allows new processing steps that are not available to individual data sets, then there may be an advantage of the new process over the original processing of averaged data. The rest of this section will assume that data averaging is not performed, and that separate data sets are to be processed in ways that are not available to single data sets.

Sun et al. introduced the directional-correlation weighted $R A, D R A$ (24). The corresponding DsRA will be discussed here. The $\operatorname{DsRA}$ is calculated like $s R A$, but with two tensors, $\mathbf{D}$ and $\mathbf{D}^{\prime}$. For a 3D tensor,

$$
\begin{equation*}
D s R A=\left(\mathbf{D}_{\mathrm{an}}: \mathbf{D}_{\mathrm{an}}^{\prime} / 6 D_{\mathrm{av}} D_{\mathrm{av}}^{\prime}\right)^{1 / 2} \tag{60}
\end{equation*}
$$

$\mathbf{D}_{\mathrm{an}}: \mathbf{D}_{\mathrm{an}}^{\prime}=\left(D_{x x}-D_{\mathrm{av}}\right)\left(D_{x x}^{\prime}-D_{\mathrm{av}}^{\prime}\right)$

$$
\begin{gather*}
+\left(D_{y y}-D_{\mathrm{av}}\right)\left(D_{y y}^{\prime}-D_{\mathrm{av}}^{\prime}\right)+\left(D_{z z}-D_{\mathrm{av}}\right)\left(D_{z z}^{\prime}-D_{\mathrm{av}}^{\prime}\right) \\
\\
+2\left(D_{x y} D_{x y}^{\prime}+D_{x z} D_{x z}^{\prime}+D_{y z} D_{y z}^{\prime}\right) \tag{62}
\end{gather*}
$$

Sun et al. compared application of $D R A$ to multiple data sets in each voxel, as well as using data sets from neighboring voxels (24). A directional-correlation weighted $F A, D F A$ can be defined similarly.

$$
\begin{equation*}
D F A=\left[\left(3 \mathbf{D}_{\mathrm{an}}: \mathbf{D}_{\mathrm{an}}^{\prime}\right) /\left(2 \mathbf{D}: \mathbf{D}^{\prime}\right)\right]^{1 / 2} \tag{63}
\end{equation*}
$$

$\mathbf{D}: \mathbf{D}^{\prime}=D_{x x} D_{x x}^{\prime}+D_{y y} D_{y y}^{\prime}+D_{z z} D_{z z}^{\prime}$

$$
+2\left(D_{x y} D_{x y}^{\prime}+D_{x z} D_{x z}^{\prime}+D_{y z} D_{y z}^{\prime}\right)
$$

$$
\begin{equation*}
D F A=\sqrt{\frac{3 \sum_{i=1}^{3}\left(\lambda_{i}-D_{\mathrm{av}}\right)\left(\lambda_{i}^{\prime}-D_{\mathrm{av}}^{\prime}\right)}{2\left(\lambda_{1} \lambda_{1}^{\prime}+\lambda_{2} \lambda_{2}^{\prime}+\lambda_{3} \lambda_{3}^{\prime}\right)}} \tag{65}
\end{equation*}
$$

An unscaled version of $D F A$, without the $(3 / 2)^{1 / 2}$ factor, has been called $A_{d d}$ (12). The same relationships that apply to $s R A$ and $F A$ (Eqs. [5], [8], and [36]) apply to DsRA and DFA.

A more complex DAI that uses diffusion tensor information from neighboring voxels along with the information in a given voxel is the lattice index ( $L I$ ), which was introduced in 1996 (25). The original formula was incorrect, and the published correction did not include italics, so two groups that have tried to use the $L I$ have published different formulas $(4,12)$. The correct formula for the basic element of the $L I$ seems to be

$$
\begin{equation*}
L I_{N}=\sqrt{\frac{3}{8}} \sqrt{\frac{\mathbf{D}_{\mathrm{an}}: \mathbf{D}_{\mathrm{an}}^{\prime}}{\mathbf{D}: \mathbf{D}^{\prime}}}+\frac{3}{4} \frac{\mathbf{D}_{\mathrm{an}}: \mathbf{D}_{\mathrm{an}}^{\prime}}{\sqrt{\mathbf{D}: \mathbf{D}} \sqrt{\mathbf{D}^{\prime}: \mathbf{D}^{\prime}}} \tag{66}
\end{equation*}
$$

where $\mathbf{D}$ and $\mathbf{D}_{\text {an }}$ refer to one acquisition in one voxel, and $\mathbf{D}^{\prime}$ and $\mathbf{D}_{\mathrm{an}}^{\prime}$ refer to another acquisition or another voxel. The first term in Eq. [66] is $D F A / 2$, and the second term is similar to $D F A^{2} / 2$, but is not the same. The $L I$ for a single voxel was calculated as a weighted average of $L I_{N}$ in the eight surrounding voxels in a slice (25). If $L I_{N}$ were calculated for a single data set in a single voxel, so that $\mathbf{D}=\mathbf{D}^{\prime}$ and $\mathbf{D}_{\mathrm{an}}=\mathbf{D}_{\mathrm{an}}^{\prime}$,

$$
\begin{equation*}
L I_{N}=\left(F A+F A^{2}\right) / 2 \quad(\text { single voxel }) \tag{67}
\end{equation*}
$$

$$
\begin{equation*}
\frac{d L I_{N}}{d A}=\frac{\sqrt{3}\left(2 A+\sqrt{2 A^{2}+1}\right)}{2\left(2 A^{2}+1\right)^{2}} \quad(\text { single voxel }) \tag{68}
\end{equation*}
$$

The corresponding intervoxel DAIs for 2D calculations are

$$
\begin{array}{r}
D s R A=\left(\mathbf{D}_{\mathrm{an}}: \mathbf{D}_{\mathrm{an}}^{\prime} / 2 D_{\mathrm{av}} D_{\mathrm{av}}^{\prime}\right)^{1 / 2} \\
D F A=\left(2 \mathbf{D}_{\mathrm{an}}: \mathbf{D}_{\mathrm{an}}^{\prime} / \mathbf{D}: \mathbf{D}^{\prime}\right)^{1 / 2}  \tag{2D}\\
L I_{N}=\sqrt{\frac{\mathbf{D}_{\mathrm{an}}: \mathbf{D}_{\mathrm{an}}^{\prime}}{2 \mathbf{D}: \mathbf{D}^{\prime}}}+\frac{\mathbf{D}_{\mathrm{an}}: \mathbf{D}_{\mathrm{an}}^{\prime}}{\sqrt{\mathbf{D}: \mathbf{D}} \sqrt{\mathbf{D}^{\prime}: \mathbf{D}^{\prime}}}
\end{array}
$$

The same 2D relationships that apply to $s R A$ and $F A$ (Eqs. [42], [43], and [57]) apply to $D s R A$ and $D F A$. If $L I_{N}$ were calculated for a single data set in a single voxel, so that $\mathbf{D}=\mathbf{D}^{\prime}$ and $\mathbf{D}_{\mathrm{an}}=\mathbf{D}_{\mathrm{an}}^{\prime}$,

$$
\begin{equation*}
\frac{d L I_{N}}{d A}=\frac{4 A+\sqrt{2\left(A^{2}+1\right)}}{2\left(A^{2}+1\right)^{2}} \quad(2 \mathrm{D}, \text { single voxel }) \tag{72}
\end{equation*}
$$

Sometimes it is convenient to have a single formula for both 2D and 3D, expressed in terms of the number of dimensions, $N_{\mathrm{D}}$. Several formulas are identical for 2D and 3D, including $D 2$ (Eqs. [14] and [48]), $s R A=$ $A$ (Eqs. [16] and [49]), $d s R A / d A$ (Eqs. [26] and [53]), $U A_{\text {surf }}$ and $U A_{\text {area }}$ as functions of $A$ (Eqs. [19] and [51]), and $d U A_{\text {surf }} / d A(3 \mathrm{D})=d U A_{\text {area }} / d A(2 \mathrm{D})$ (Eqs. [29] and [55]). In addition, the following formulas may be useful:

$$
\begin{gather*}
A=\left(D 1 / D_{\mathrm{av}}-1\right) /\left(N_{\mathrm{D}}-1\right)=(D 1-D 2) / N_{\mathrm{D}} D_{\mathrm{av}}  \tag{73}\\
D 1=D_{\mathrm{av}}\left[1+\left(N_{\mathrm{D}}-1\right) A\right]  \tag{74}\\
F A=s R A\left\{N_{\mathrm{D}} /\left[\left(N_{\mathrm{D}}-1\right) s R A^{2}+1\right]\right\}^{1 / 2}  \tag{75}\\
s R A=F A /\left[N_{\mathrm{D}}-\left(N_{\mathrm{D}}-1\right) F A^{2}\right]^{1 / 2}  \tag{76}\\
d F A / d A=\{7  \tag{77}\\
F A=\left[N_{\mathrm{D}} /\left[\left(N_{\mathrm{D}}-1\right) \mathbf{D}_{\mathrm{an}}^{2}: \mathbf{D}_{\mathrm{an}} /\left(N_{\mathrm{D}}-1\right)\right]^{3}\right\}^{1 / 2}  \tag{78}\\
s R A=\left[\mathbf{D}_{\mathrm{an}}: \mathbf{D}_{\mathrm{an}} / N_{\mathrm{D}}\left(N_{\mathrm{D}}-1\right) \mathbf{D}: \mathbf{D}\right]^{1 / 2} / D_{\mathrm{av}}  \tag{79}\\
D s R A=\left[7 \mathbf{D}_{\mathrm{an}}: \mathbf{D}_{\mathrm{an}}^{\prime} / N_{\mathrm{D}}\left(N_{\mathrm{D}}-1\right) D_{\mathrm{av}} D_{\mathrm{av}}^{\prime}\right]^{1 / 2}  \tag{80}\\
D 8 \tag{81}
\end{gather*}
$$

$$
\begin{align*}
& L I_{N}=\sqrt{\frac{N_{\mathrm{D}}}{2\left(N_{\mathrm{D}}-1\right)^{2}}} \sqrt{\frac{\mathbf{D}_{\mathrm{an}}: \mathbf{D}_{\mathrm{an}}^{\prime}}{\mathbf{D}: \mathbf{D}^{\prime}}} \\
& \quad+\frac{N_{\mathrm{D}}}{2\left(N_{\mathrm{D}}-1\right)} \frac{\mathbf{D}_{\mathrm{an}}: \mathbf{D}_{\mathrm{an}}^{\prime}}{\sqrt{\mathbf{D}: \mathbf{D}} \sqrt{\mathbf{D}^{\prime}: \mathbf{D}^{\prime}}}  \tag{82}\\
& d V F / d A=  \tag{83}\\
& N_{\mathrm{D}}\left(N_{\mathrm{D}}-1\right) A\left[1-A\left(N_{\mathrm{D}}-2\right)\right]
\end{align*}
$$

## Contrast-to-Noise Ratios of Diffusion Anisotropy Indices

In MRI, the contrast-to-noise ratio ( $C N R$ ) typically is interpreted as indicating the ability to differentiate two tissues or regions of interest (ROIs) visually. When applied to DAIs and DAI maps, $C N R$ also refers to the ability to tell whether two different ROIs-different tissues within one brain or one group of brains, or the same tissue in two different brains or groups of brains-have the same anisotropy level or statistically different anisotropy levels. It is important to remember this distinction between a visual $C N R$ and a statistical $C N R$ in the following discussion.

The $C N R$ can be defined at a single anisotropy value, or between two very different anisotropy values (22). At a single anisotropy value, consider the DAI curves in Fig. 1. The relative contrast at each point is given by

$$
\begin{equation*}
\text { contrast }=d D A I / d A=d D A I / d s R A \tag{84}
\end{equation*}
$$

For this definition of contrast, the derivative could be taken with respect to any DAI. $A$ or $s R A$ was chosen as the reference DAI because for cylindrically symmetric diffusion, $A$ and $s R A$ vary linearly with the largest eigenvalue $(5,21)$. When the $C N R$ s of two DAIs are being compared, the choice of reference DAI will not affect the $C N R$ ratio (see Eqs. [86-88]).

The relative noise at a given anisotropy value for one DAI compared with another DAI depends on whether the two DAIs have a definite algebraic relationship, as in Eqs. [5-11]. If one of these equations applies, then propagation-of-error theory (which is discussed in greater detail in part III) predicts that the ratio of the variances of two DAIs equals the square of the derivative of one DAI with respect to the other. For example,

$$
\begin{equation*}
\left(\sigma_{F A} / \sigma_{s R A}\right)^{2}=(d F A / d s R A)^{2} \tag{85}
\end{equation*}
$$

Thus, for two DAIs such as $F A$ and $s R A$,

$$
\begin{equation*}
C N R_{F A}=(d F A / d A) / \sigma_{F A} \tag{86}
\end{equation*}
$$

$$
\begin{gather*}
C N R_{s R A}=(d s R A / d A) / \sigma_{s R A}  \tag{87}\\
C N R_{F A} / C N R_{s R A}=(d F A / d s R A) /\left(\sigma_{F A} / \sigma_{s R A}\right)=1 \tag{88}
\end{gather*}
$$

Notice that the use of $A$ as a convenient reference for the derivatives does not affect the ratio $C N R_{F A} /$ $C N R_{\text {sRA }}$

Equation [88] shows that any pair of DAIs related algebraically, as in Eqs. [5-11] and [42-45], should have the same CNR for small anisotropy differences. Of course, propagation-of-error theory assumes a first-order linear approximation of the function, and this assumption becomes worse as noise increases. Even if two DAIs are not related algebraically, over a small anisotropy interval there is some algebraic relationship that provides a good approximation of one DAI in terms of the other DAI. Therefore, for low noise levels, all DAIs should have the same $C N R$ for very small anisotropy differences. These predictions have been validated in simulations (22).

As the difference between the two anisotropy levels increases, the noise term in $C N R$ must consider that the noise generally will be different at each anisotropy level. The general $C N R$ formula is

$$
\begin{equation*}
C N R_{2}=\frac{D A I_{2}-D A I_{1}}{\left(A_{2}-A_{1}\right) \sqrt{\sigma_{1}^{2}+\sigma_{2}^{2}}} \tag{89}
\end{equation*}
$$

where $D A I_{1}$ and $D A I_{2}$ are the expectation values (averages) of the DAI calculated at each $A$ value. The factor $\left(A_{2}-A_{1}\right)$ in the denominator is simply a scale factor that allows comparison of $C N R$ over different anisotropy intervals. It can be ignored when two DAIs are being compared over the same anisotropy interval.

When two $C N R$ s such as $C N R_{F A}$ and $C N R_{s R A}$ are being compared, application of Eq. [89] to each index yields

$$
\begin{equation*}
\frac{C N R_{F A}}{C N R_{s R A}}=\frac{F A_{2}-F A_{1}}{\sqrt{\left(\sigma_{F A 1}^{2}+\sigma_{F A 2}^{2}\right)}} \frac{\sqrt{\left(\sigma_{s R A 1}^{2}+\sigma_{s R A 2}^{2}\right)}}{s R A_{2}-s R A_{1}} \tag{90}
\end{equation*}
$$

Dividing both numerator and denominator by $\sigma_{s R A 1}$ yields

$$
\begin{equation*}
\frac{C N R_{F A}}{C N R_{s R A}}=\frac{F A_{2}-F A_{1}}{\left(\frac{\sigma_{F A 1}}{\sigma_{s R A 1}}\right) \sqrt{1+\left(\frac{\sigma_{F A 2}}{\sigma_{F A 1}}\right)^{2}}} \frac{\sqrt{1+\left(\frac{\sigma_{s R A 2}}{\sigma_{s R A 1}}\right)^{2}}}{s R A_{2}-s R A_{1}} \tag{91}
\end{equation*}
$$

which can be rearranged with Eq. [85] to

$$
\begin{equation*}
\frac{C N R_{F A}}{C N R_{s R A}}=\frac{F A_{2}-F A_{1}}{\left(\frac{d F A_{1}}{d s R A_{1}}\right) \sqrt{\left[1+\left(\frac{\sigma_{s R A 2}}{\sigma_{s R A 1}}\right)^{2} \frac{\left(\frac{d F A_{2}}{d s R A_{2}}\right)^{2}}{\left(\frac{d F A_{1}}{d s R A_{1}}\right)^{2}}\right]} \frac{\sqrt{\left[1+\left(\frac{\sigma_{s R A 2}}{\sigma_{s R A 1}}\right)^{2}\right]}}{s R A_{2}-s R A_{1}}} \tag{92}
\end{equation*}
$$

Similar equations can be written for the other DAI pairs in Eqs. [36-39]. Equation [92] shows that the ratio $C N R_{F A} / C N R_{s R A}$ depends on only three parameters: (1) $s R A_{1}$, which determines $F A_{1}$ (Eq. [5]) and $d F A_{1} / d s R A_{1}$ (Eq. [36]); (2) $s R A_{2}$, which determines $F A_{2}$ (Eq. [5]) and $d F A_{2} / d s R A_{2}$ (Eq. [36]), and (3) the ratio $\sigma_{\text {sRA }} / \sigma_{\text {sRA } 1}$.

When the two points approach a single value (a very small anisotropy interval), $s R A_{1}$ approaches $s R A_{2}, F A_{1}$ approaches $F A_{2}$, and $\sigma_{s R A I}$ approaches $\sigma_{s R A 2}$. As a result, $C N R_{F A} / C N R_{s R A}$ approaches a value of 1 , as in Eq. [88]. In general, the ratio $C N R_{F A} /$ $C N R_{s R A}$ may be greater than 1 or less than 1 , depending on the anisotropy interval and the variance in the data at each point. Notice that $C N R_{F A} / C N R_{s R A}$ does not depend on the actual noise levels (only on the ratio $\sigma_{s R A 2} / \sigma_{s R A 1}$ ) or on the actual eigenvalues. Of course, noise may introduce a positive bias in the calculated values of $s R A$ and $F A$, and this indirectly affects the observed contrast for $s R A$ and $F A$.

Once the two anisotropy levels have been chosen, $C N R_{F A} / C N R_{s R A}$ increases when $\sigma_{s R A 2} / \sigma_{s R A 1}$ increases, and $C N R_{F A} / C N R_{s R A}$ decreases when $\sigma_{s R A 2} / \sigma_{s R A 1}$ decreases. To understand why this happens, consider that everything outside the square roots in Eq. [92] is fixed by the choice of anisotropy points, and thus is independent of the noise. The terms in the square roots are identical except for the scale factor $\left(d F A_{2} /\right.$ $\left.d s R A_{2}\right)^{2} /\left(d F A_{1} / d s R A_{1}\right)^{2}$ in the denominator. Because $d F A / d s R A$ decreases as anisotropy increases (see Figs. 1 and 2), this scale factor is always less than 1 . As $\sigma_{s R A 2} / \sigma_{s R A 1}$ increases, the numerator increases faster than the denominator, so $C N R_{F A} / C N R_{s R A}$ increases. As $\sigma_{s R A 2} / \sigma_{s R A 1}$ decreases, the numerator decreases faster than the denominator, so $C N R_{F A} / C N R_{s R A}$ decreases. As a consequence of this, if $\sigma_{s R A 2} / \sigma_{s R A 1}$ increases because of noise-induced bias or biological heterogeneity, then $C N R_{F A} / C N R_{s R A}$ would be correct for that specific situation, but may not reflect the intrinsic properties of each DAI (22). A similar analysis could be performed for each other DAI pair in

Eqs. [36-39]. In general, if the variance increases where one DAI has a lower slope, then that DAI will have a more favorable $C N R$. This does not guarantee that the ratio will be greater than one, just that it will be greater than if the variance increases where that DAI has a higher slope.

DAIs have sometimes been compared on the basis of a so-called signal-to-noise ratio $(S N R)(5,7,26)$. In this case $S N R$ is more properly called "value-to-noise ratio" or $V N R$. Unlike a conventional MR image, where the noise in each voxel is the same as in all the other voxels, noise in parameter maps such as apparent diffusion coefficient ( $A D C$ ) maps and DAI maps varies from voxel to voxel. Thus, the relationships between $S N R$ and $C N R$ in an MR image do not necessarily apply to $V N R$ and $C N R$ in DAI maps. In general, $C N R$ is more important than $S N R$ or $V N R$. For example, $S N R$ is highest in proton-density-weighted images, but most pathologies are seen better in $T_{2^{-}}$ weighted images and their variations, including FLAIR (fluid-attenuated inversion recovery) and DW images. Because the $C N R_{2}$ formula (Eq. [89]) is similar to the Student t-test, $C N R$ indicates the ability to differentiate tissues with different anisotropy levels.

Furthermore, propagation-of-error theory predicts that a DAI with a higher $V N R$ also has a smaller fractional difference between two regions. According to propagation-of-error theory, $V N R$ is the value of a DAI divided by its slope, $D A I /(d D A I / d A)$. The fractional difference of a DAI, in the limit of a very small anisotropy change, is the slope (derivative) divided by the value, or $(d D A I / d A) / D A I$. This is simply the reciprocal of $V N R$. Neither $V N R$ nor fractional difference is statistically meaningful. Only $C N R$ provides information about the ability to tell whether two brain regions have the same amount of anisotropy or different amounts of anisotropy.

Although $s R A$ and $F A$ have similar statistical power, $s R A$ is a more logical choice because, with cylindrical symmetry, ( 1 ) evenly spaced $s R A$ values produce evenly spaced $\lambda_{1}$ values (and vice versa), and
(2) expressing $\lambda_{1}$ in terms of $s R A$, or $s R A$ in terms of $\lambda_{1}$, is easy and straightforward. These are not true of $F A$.

## Other Measurements of Anisotropy

Although the DAIs discussed above are useful in many applications, sometimes more information about the anisotropy is desired. The linear, planar, and spherical anisotropy measures $(C L, C P$, and $C S$ ) were defined in terms of eigenvalues $(2,27)$, and later were expressed in terms of $R A$ and other rotational invariants (28). The $C A$ anisotropy index, which is defined in terms of these measures, ranges from 0 to 1 .

$$
\begin{gather*}
C L=\left(\lambda_{1}-\lambda_{2}\right) / I_{1}=\left(\lambda_{1}-\lambda_{2}\right) / 3 D_{\mathrm{av}}  \tag{93}\\
C P=2\left(\lambda_{2}-\lambda_{3}\right) / I_{1}=2\left(\lambda_{2}-\lambda_{3}\right) / 3 D_{\mathrm{av}}  \tag{94}\\
C S=\lambda_{3} / D_{\mathrm{av}}  \tag{95}\\
C L+C P+C S=1  \tag{96}\\
C A=C L+C P=1-C S \tag{97}
\end{gather*}
$$

For cylindrical symmetry, $C A=s R A$ for prolate ellipsoids $\left(\lambda_{2}=\lambda_{3}\right)$ and $C A=2 s R A$ for oblate ellipsoids $\left(\lambda_{1}=\lambda_{2}\right)$.

## Important Points in "Diffusion Anisotropy Indices"

Of the several intravoxel DAIs that have been proposed, $s R A$ and $F A$ have been used most widely. The common DAIs range from 0 to 1 and do not require tensor diagonalization or eigenvalue sorting (see Tables 1-4). Some DAIs can be expressed algebraically in terms of other DAIs (e.g., $F A$ and $s R A$ ) and in terms of the parameter $A$, which describes a cylindrically symmetric diffusion tensor. Some intervoxel DAIs have also been defined, including the lattice index (Eq. [66]) and the directional-correlation weighted $s R A$ and $F A$ (Eqs. [60-65]). The common DAIs have the same theoretical $C N R$ at a single point (Eq. [88]), and therefore similar statistical power. However, $s R A$ is a more logical choice than $F A$ because $s R A$ is a more linear function of eigenvalues than $F A$ (see Fig. 1). The $C N R$ between regions with very different anisotropies depends on the relative noise level at each anisotropy value, $\sigma_{s R A 2} / \sigma_{s R A 1}$, but not on the actual noise level (Eq. [92]). Absolute anisotropy, $A A$, can be calculated even if no $b=0$ data are available,
and can help determine if a change in $s R A$ is due to a change in anisotropy $(A A)$ or in $D_{\mathrm{av}}$.

## MEASURING APPARENT DIFFUSION COEFFICIENTS

The purposes of this section are (1) to explain how diffusion is measured with a spin-echo pulse sequence, (2) to show how to calculate the DW factor ( $b$ factor), (3) to explain how to minimize or eliminate interference from nondiffusion gradients, and (4) to derive a quantitative estimate of the minimum echo time ( $T E$ ) necessary to achieve a given $b$ factor.

## How Diffusion Is Measured

Diffusion usually is measured with a spin-echo pulse sequence (16, 29-31), though a stimulated-echo pulse sequence is sometimes used to increase the signal intensity available with long diffusion times (31). In the vector model of an NMR measurement, spins with the same Larmor (resonance) frequency (isochromats) are represented by a single magnetization vector. The initial magnetization vectors along the $z$ axis are rotated into the transverse (xy) plane by a radio frequency excitation pulse. The magnetization vectors then precess in the $x y$ plane at their individual Larmor frequencies. The net magnetization vector decreases in magnitude because spins in different environments (different isochromats) experience slightly different magnetic fields and therefore have different Larmor frequencies. This process is called dephasing. After a $180^{\circ}$ refocusing pulse is applied, the vectors continue precessing, but now they are realigning, or rephasing. If the Larmor frequencies have not changed, the vectors will realign perfectly. The refocused transverse magnetization will be less than the initial transverse magnetization because of spin-spin $\left(T_{2}\right)$ relaxation. If the Larmor frequencies have changed, then realignment will be imperfect, and the refocused signal intensity will decrease.

In a diffusion measurement, the Larmor frequencies are made spatially dependent by applying a magnetic field gradient in one direction (Fig. 5). For example, if the gradient is applied in the $x$ direction, then the Larmor frequency varies with position in the $x$ direction. An identical gradient is placed on each side of the $180^{\circ}$ refocusing pulse, so spins that have not moved will realign at the echo time. This use of pulsed field gradients in a spin-echo sequence was introduced by Stejskal and Tanner $(32,33)$ and therefore often is called a Stejskal-Tanner pulse sequence. If spins diffuse randomly, their precession frequency


Figure 5 Diagram of diffusion-sensitizing gradients (top line) and their relationship to the radio frequency pulses of a spin-echo sequence (bottom line). The two gradient pulses usually are not symmetrically distributed around the $180^{\circ}$ refocusing pulse, which occurs between the two gradient pulses. This pulse sequence is known as a Stejskal-Tanner pulse sequence.
after the refocusing pulse will be different from the frequency before the pulse, and they will not realign perfectly. The more that spins diffuse in the $x$ direction during the spin echo period (TE), the more signal intensity is lost. Spins that move more slowly in the $x$ direction retain more of their net signal intensity. The amount of signal loss depends on the strength and duration of the magnetic field gradient (represented by the letter $b$ ) and on $D$. Signal intensity ( $S I$ ) in homogeneous, isotropic systems such as a pure liquid decreases exponentially as $b$ increases:

$$
\begin{equation*}
S I=S_{0}^{\prime} \exp \left[-T E(b) / T_{2}\right] \exp (-b D)=S_{0} \exp (-b D) \tag{98}
\end{equation*}
$$

where $S_{0}$, the signal intensity without diffusion-sensitizing gradients, includes contributions from proton density and $T_{2}$ relaxation, whereas $S_{0}^{\prime}$ does not include $T_{2}$ effects (30). The effect of the $b$ factor on the minimum possible $T E$ is discussed later. In many biological systems, signal decay appears to be biexponential (34-37), but monoexponential decay is a reasonably good model for $b$ factors up to about 2,000 $\mathrm{s} / \mathrm{mm}^{2}$.

The $A D C$ can be calculated by making measurements at a low $b$ factor, $b_{1}$, and a higher $b$ factor, $b_{2}$, with all other pulse sequence parameters identical.

$$
\begin{gather*}
S_{1}=S_{0} \exp \left(-b_{1} D\right)  \tag{99}\\
S_{2}=S_{0} \exp \left(-b_{2} D\right)  \tag{100}\\
S_{1} / S_{2}=\exp \left[\left(b_{2}-b_{1}\right) D\right]  \tag{101}\\
D=\ln \left(S_{1} / S_{2}\right) /\left(b_{2}-b_{1}\right) \tag{102}
\end{gather*}
$$

In many cases it is safe to assume that $b_{1}=0$, because the imaging gradients usually provide a very low $b$ factor. The same factor will appear in both the $b_{1}$ and $b_{2}$ acquisitions, so it will disappear in the term $b_{2}-$ $b_{1}$. In practice it is sometimes necessary to consider interactions between the diffusion gradients and the imaging gradients.

## Calculation of 6 Factors with a Single Gradient

A typical set of diffusion-sensitizing gradients is shown in Fig. 5, along with the radio frequency pulses that form the spin echo. The maximum gradient strength is $G$, the rise and fall times are

$$
\begin{equation*}
\varepsilon=d_{1}-e_{1}=e_{2}-d_{2}=d_{3}-e_{3}=e_{4}-d_{4} \tag{103}
\end{equation*}
$$

the gradient duration is

$$
\begin{equation*}
\delta=d_{2}-e_{1}=e_{2}-d_{1}=d_{4}-e_{3}=e_{4}-d_{3} \tag{104}
\end{equation*}
$$

and the gradient separation time is

$$
\begin{equation*}
\Delta=e_{3}-e_{1}=d_{3}-d_{1}=d_{4}-d_{2}=e_{4}-e_{2} \tag{105}
\end{equation*}
$$

For now, we ignore the imaging gradients and assume that the diffusion-sensitizing gradient is applied in a single direction. Later, we see what happens when two or more gradients are applied together, and when imaging gradients are present. The $b$ factor is calculated in three steps.

Step 1. Determine the gradient intensity, $g\left(t^{\prime \prime}\right)$, at each time $t^{\prime \prime}$.
Step 2. Integrate $g\left(t^{\prime \prime}\right)$ over time $t^{\prime \prime}$ to calculate the total field offset, $F\left(t^{\prime}\right)$, and the $k$-space factor, $k\left(t^{\prime}\right)=\gamma F\left(t^{\prime}\right)$, at each time $t^{\prime}$ :

$$
\begin{equation*}
k\left(t^{\prime}\right)=\gamma F\left(t^{\prime}\right)=\gamma \int_{0}^{t^{\prime}} g\left(t^{\prime \prime}\right) d t^{\prime \prime}-2 H\left(t^{\prime}-t_{1}\right) k\left(t_{1}^{-}\right) \tag{106}
\end{equation*}
$$

where

$$
\begin{equation*}
k\left(t_{1}^{-}\right)=\gamma F\left(t_{1}^{-}\right)=\gamma \int_{0}^{t_{1}} g\left(t^{\prime \prime}\right) d t^{\prime \prime} \tag{107}
\end{equation*}
$$

The Heaviside unit-step function,

$$
\begin{equation*}
H(t)=0 \quad \text { if } t<0, \quad H(t)=1 \quad \text { if } t \geq 0 \tag{108}
\end{equation*}
$$

accounts for the fact that the $180^{\circ}$ refocusing pulse at $t=t_{1}$ inverts the accumulated $k$-space factor at that point.

Step 3. Integrate $k^{2}\left(t^{\prime}\right)$ over time $t^{\prime}$ to calculate the $b$ factor at each time $t$. The $b$ factor at $t=T E$ is the overall $b$ factor.

$$
\begin{gather*}
b(t)=\int_{0}^{t} k^{2}\left(t^{\prime}\right) d t^{\prime}=\gamma^{2} \int_{0}^{t} F^{2}\left(t^{\prime}\right) d t^{\prime}  \tag{109}\\
b(t)=\gamma^{2} \int_{0}^{t}\left[\int_{0}^{t^{\prime}} g\left(t^{\prime \prime}\right) d t^{\prime \prime}-2 H\left(t^{\prime}-t_{1}\right) k\left(t_{1}^{-}\right)\right]^{2} d t^{\prime} \tag{110}
\end{gather*}
$$

These equations incorporate the refocusing pulse correction (the Heaviside unit-step function) into $k$ (or $F)$, so that $k$ is the $k$-space factor. Most published equations appear to consider $k$ (or $F$ ) to continue increasing monotonically, so that after the refocusing pulse $k$ no longer equals the $k$-space factor. That approach then corrects for the refocusing pulse by including the Heaviside function when calculating $b$ from $F(33,38,39)$ or $k(40)$.

To see how the Heaviside function works, consider $k$ before and after the $180^{\circ}$ refocusing pulse. Before the refocusing pulse,

$$
\begin{equation*}
k\left(t^{\prime}<t_{1}\right)=\gamma F\left(t^{\prime}<t_{1}\right)=\gamma \int_{0}^{t^{\prime}} g\left(t^{\prime \prime}\right) d t^{\prime \prime} \tag{111}
\end{equation*}
$$

After the refocusing pulse, recalling Eq. [107],

$$
\begin{align*}
& k\left(t_{1}^{+}\right)=\gamma F\left(t_{1}^{+}\right)=-k\left(t_{1}^{-}\right)=k\left(t_{1}^{-}\right)-2 k\left(t_{1}^{-}\right)  \tag{112}\\
& k\left(t_{1}^{+}\right)=-\gamma \int_{0}^{t_{1}} g\left(t^{\prime \prime}\right) d t^{\prime \prime}=\gamma \int_{0}^{t_{1}} g\left(t^{\prime \prime}\right) d t^{\prime \prime}-2 k\left(t_{1}^{-}\right)  \tag{113}\\
& k\left(t^{\prime}>t_{1}\right)=\gamma F\left(t^{\prime}>t_{1}\right)=\gamma \int_{0}^{t^{\prime}} g\left(t^{\prime \prime}\right) d t^{\prime \prime}-2 k\left(t_{1}^{-}\right) \tag{114}
\end{align*}
$$

Combining Eqs. [108], [111], and [114] yields Eq. [106].

The values of $g$ and $F$ at every time point of the gradient scheme shown in Fig. 5, and of the integral of $F^{2} d t$ over each interval, are shown in Table 5. For the trapezoidal gradient scheme shown in Fig. 5,

$$
\begin{equation*}
b=\gamma^{2} G^{2}\left[\delta^{2}(\Delta-\delta / 3)+\varepsilon^{2} / 30-\delta \varepsilon^{2} / 6\right] \tag{115}
\end{equation*}
$$

If the ramp-up and ramp-down times are ignored $(\varepsilon=$ 0 ), the result for rectangular gradients is

$$
\begin{equation*}
b=\gamma^{2} G^{2} \delta^{2}(\Delta-\delta / 3) \tag{116}
\end{equation*}
$$

At the other extreme, if the plateau period is eliminated so that $\varepsilon=\delta$,

$$
\begin{equation*}
b=\gamma^{2} G^{2} \delta^{2}(\Delta-7 \delta / 15) \tag{117}
\end{equation*}
$$

Notice that using a negative diffusion gradient amplitude (a gradient with the same magnitude but in the exact opposite direction) has no effect on the $b$ factor, because the gradient integral always appears squared, as in Eq. [110].

## Calculation of 6 Factors with Multiple Gradients

The preceding calculation provides the $b$ factor for a gradient in a single direction. In DTI it is necessary to apply gradients in more than one direction simultaneously. The gradient directions must be specified in three orthogonal directions. In this case the $b$ factor is replaced by a $\mathbf{b}$ matrix, $3 \times 3$ for 3 D and $2 \times 2$ for 2 D . The orthogonal directions are usually taken to be the $x, y$, and $z$ axes of the magnet's gradient system, but they also could be the slice-select, frequencyencoding, and phase-encoding directions of each image. For the $x, y$, and $z$ axes, the 3D b matrix consists of six distinct terms: $b_{x x}, b_{y y}, b_{z z}, b_{x y}=b_{y x}, b_{x z}=b_{z x}$, and $b_{y z}=b_{z y}$. The three steps are modified as follows:

Step 1. Determine the gradient intensity in each direction at each time $t^{\prime \prime}$ to determine the gradient column vector

$$
\begin{equation*}
\mathbf{G}\left(t^{\prime \prime}\right)=\left[g_{x}\left(t^{\prime \prime}\right), g_{y}\left(t^{\prime \prime}\right), g_{z}\left(t^{\prime \prime}\right)\right]^{\mathrm{T}} \tag{118}
\end{equation*}
$$

Step 2. Integrate $\mathbf{G}\left(t^{\prime \prime}\right)$ over time $t^{\prime \prime}$ to calculate the total field offset column vector

$$
\begin{equation*}
\mathbf{F}\left(t^{\prime}\right)=\left[F_{x}\left(t^{\prime}\right), F_{y}\left(t^{\prime}\right), F_{z}\left(t^{\prime}\right)\right]^{\mathrm{T}} \tag{119}
\end{equation*}
$$

Table 5 Calculation of $\boldsymbol{g}, \boldsymbol{F}$, and $\boldsymbol{b}$ for the Gradient Pulse Sequence in Fig. 5

| $t$ | $g$ | $F$ | $\int F^{2}$ |
| :--- | :--- | :--- | :--- |
| $t \leq e_{1}$ | 0 | 0 | 0 |
| $e_{1}<t<d_{1}$ | $G\left(t-e_{1}\right) / \varepsilon$ | $G\left(t-e_{1}\right)^{2} / 2 \varepsilon$ | $G^{2} \varepsilon^{3} / 20$ |
| $d_{1}$ | $G$ | $G \varepsilon / 2$ |  |
| $d_{1}<t<d_{2}$ | $G$ | $G\left(\varepsilon / 2+t-d_{1}\right)$ | $\left(G^{2} / 3\right)\left(\delta^{3}-3 \delta^{2} \varepsilon / 2+3 \delta \varepsilon^{2} / 4-\varepsilon^{3} / 4\right)$ |
| $d_{2}$ | $G$ | $G(\delta-\varepsilon / 2)$ |  |
| $d_{2}<t<e_{2}$ | $G\left(e_{2}-t\right) / \varepsilon$ | $G\left[\delta-\left(e_{2}-t\right)^{2} / 2 \varepsilon\right]$ | $G^{2}\left[\delta^{2} \varepsilon-\delta \varepsilon^{2} / 3+\varepsilon^{3} / 20\right]$ |
| $e_{2}$ | 0 | $G \delta$ | $G^{2} \delta^{2}\left(t_{1}-e_{2}\right)$ |
| $e_{2}<t<t_{1}$ | 0 | $G \delta$ |  |
| $t_{1}^{-}$ | 0 | $G \delta$ | $G^{2} \delta^{2}\left(e_{3}-t_{1}\right)$ |
| $t_{1}^{+}$ | 0 | $-G \delta$ | $G^{2}\left[\delta^{2} \varepsilon-\delta \varepsilon^{2} / 3+\varepsilon^{3} / 20\right]$ |
| $t_{1}<t<e_{3}$ | 0 | $-G \delta$ | $\left(G^{2} / 3\right)\left(\delta^{3}-3 \delta^{2} \varepsilon / 2+3 \delta \varepsilon^{2} / 4-\varepsilon^{3} / 4\right)$ |
| $e_{3}<t<d_{3}$ | 0 | $G\left(t-e_{3}\right) / \varepsilon$ | $-G\left[\delta-\left(t-e_{3}\right)^{2} / 2 \varepsilon\right]$ |
| $e_{3}<t<d_{3}$ | $-G(\delta-\varepsilon / 2)$ | $G^{2} \varepsilon^{3} / 20$ |  |
| $d_{3}<t<d_{4}$ | $G$ | $-G\left(\delta-\varepsilon / 2-t+d_{3}\right)$ |  |
| $d_{3}<t$ | $-G \varepsilon / 2$ | $-G\left(e_{4}-t\right)^{2} / 2 \varepsilon$ | 0 |
| $d_{4}$ | $G$ |  |  |
| $d_{4}<t<e_{4}$ | $G\left(e_{4}-t\right) / \varepsilon$ | 0 |  |
| $t \geq e_{4}$ |  |  |  |

Note: The last column is the integral of $F^{2}$ over the time interval in the first column. The sum of the entries in the last column is $G^{2}\left[\delta^{2}(\Delta-\right.$ $\left.\delta / 3)+\varepsilon^{3} / 30-\delta \varepsilon^{2} / 6\right]$.
and the $k$-space column vector

$$
\begin{align*}
\mathbf{k}\left(t^{\prime}\right)=\gamma \mathbf{F}\left(t^{\prime}\right)= & {\left[k_{x}\left(t^{\prime}\right), k_{y}\left(t^{\prime}\right), k_{z}\left(t^{\prime}\right)\right]^{\mathrm{T}} } \\
& =\left[\gamma F_{x}\left(t^{\prime}\right), \gamma F_{y}\left(t^{\prime}\right), \gamma F_{z}\left(t^{\prime}\right)\right]^{\mathrm{T}} \tag{120}
\end{align*}
$$

at each time $t^{\prime}$ :

$$
\begin{gather*}
\mathbf{k}\left(t_{1}^{-}\right)=\gamma \mathbf{F}\left(t_{1}^{-}\right)=\gamma \int_{0}^{t_{1}} \mathbf{G}\left(t^{\prime \prime}\right) d t^{\prime \prime}  \tag{121}\\
\mathbf{k}\left(t^{\prime}\right)=\gamma \mathbf{F}\left(t^{\prime}\right)=\gamma \int_{0}^{t^{\prime}} \mathbf{G}\left(t^{\prime \prime}\right) d t^{\prime \prime}-2 H\left(t^{\prime}-t_{1}\right) \mathbf{k}\left(t_{1}^{-}\right) \tag{122}
\end{gather*}
$$

For example,

$$
\begin{gather*}
k_{x}\left(t_{1}^{-}\right)=\gamma F_{x}\left(t_{1}^{-}\right)=\gamma \int_{0}^{t_{1}} g_{x}\left(t^{\prime \prime}\right) d t^{\prime \prime}  \tag{123}\\
k_{x}\left(t^{\prime}\right)=\gamma F_{x}\left(t^{\prime}\right)=\gamma \int_{0}^{t^{\prime}} g_{x}\left(t^{\prime \prime}\right) d t^{\prime \prime} \\
-2 H\left(t^{\prime}-t_{1}\right) k_{x}\left(t_{1}^{-}\right) \tag{124}
\end{gather*}
$$

Step 3. Integrate $k_{i} k_{j}$ over time $t$ to calculate the $b_{i j}$ matrix element. That is, integrate $k_{x}^{2}$ to calculate $b_{x x}$, $k_{x} k_{y}$ to calculate $b_{x y}$, and so on. The $\mathbf{b}$ matrix elements at $t=T E$ are the overall $\mathbf{b}$ matrix elements. For example,

$$
\begin{align*}
& b_{y z}(t)=\int_{0}^{t} k_{y}\left(t^{\prime}\right) k_{z}\left(t^{\prime}\right) d t^{\prime}=\gamma^{2} \int_{0}^{t} F_{y}\left(t^{\prime}\right) F_{z}\left(t^{\prime}\right) d t^{\prime}  \tag{125}\\
& b_{y z}(t)=\gamma^{2} \int_{0}^{t}\left[\int_{0}^{t^{\prime}} g_{y}\left(t^{\prime \prime}\right) d t^{\prime \prime}-2 H\left(t^{\prime}-t_{1}\right) k_{y}\left(t_{1}^{-}\right)\right] \\
& \times\left[\int_{0}^{t^{\prime}} g_{z}\left(t^{\prime \prime}\right) d t^{\prime \prime}-2 H\left(t^{\prime}-t_{1}\right) k_{z}\left(t_{1}^{-}\right)\right] d t^{\prime} \tag{126}
\end{align*}
$$

The entire $\mathbf{b}$ matrix can be expressed more concisely in terms of the vectors $\mathbf{G}$ and $\mathbf{k}$ (41):

$$
\begin{equation*}
\mathbf{b}(t)=\int_{0}^{t} \mathbf{k}\left(t^{\prime}\right) \mathbf{k}^{\mathrm{T}}\left(t^{\prime}\right) d t^{\prime}=\gamma^{2} \int_{0}^{t} \mathbf{F}\left(t^{\prime}\right) \mathbf{F}^{\mathrm{T}}\left(t^{\prime}\right) d t^{\prime} \tag{127}
\end{equation*}
$$

$$
\begin{align*}
\mathbf{b}(t)= & \gamma^{2} \int_{0}^{t}\left[\int_{0}^{t^{\prime}} \mathbf{G}\left(t^{\prime \prime}\right) d t^{\prime \prime}-2 H\left(t^{\prime}-t_{1}\right) \mathbf{k}\left(t_{1}^{-}\right)\right] \\
& \times\left[\int_{0}^{t^{\prime}} \mathbf{G}\left(t^{\prime \prime}\right) d t^{\prime \prime}-2 H\left(t^{\prime}-t_{1}\right) \mathbf{k}\left(t_{1}^{-}\right)\right]^{\mathrm{T}} d t^{\prime} \tag{128}
\end{align*}
$$

Notice that the first part of the integrand is a column vector, whereas the second part is a row vector, so that vector multiplication produces the nine terms of the $3 \times 3 \mathbf{b}$ matrix, not just one term.

To calculate the signal intensity, the exponent $B d$ in Eq. [98] is replaced by the generalized dot product between the $\mathbf{b}$ matrix and the diffusion tensor $\mathbf{D}$ :

$$
\begin{equation*}
\mathbf{b}: \mathbf{D}=\int_{0}^{T E} \mathbf{k}^{\mathrm{T}}\left(t^{\prime}\right) \mathbf{D} \mathbf{k}\left(t^{\prime}\right) d t^{\prime}=\gamma^{2} \int_{0}^{T E} \mathbf{F}^{\mathrm{T}}\left(t^{\prime}\right) \mathbf{D F}\left(t^{\prime}\right) d t^{\prime} \tag{129}
\end{equation*}
$$

$$
\begin{aligned}
\mathbf{b}: \mathbf{D}=b_{x x} D_{x x}+b_{y y} D_{y y}+ & b_{z z} D_{z z}+2 b_{x y} D_{x y} \\
& +2 b_{x z} D_{x z}+2 b_{y z} D_{y z}
\end{aligned}
$$

$$
\begin{equation*}
S I=S_{0} \exp (-\mathbf{b}: \mathbf{D}) \tag{131}
\end{equation*}
$$

Notice that, in contrast to Eq. [127], the row vector $\mathbf{k}^{\text {T }}$ is on the left and the column vector $\mathbf{k}$ is on the right in Eq. [129].

Calculation of the $\mathbf{b}$ matrix for each gradient direction in a DTI measurement is simplified by two common practices. First, the diffusion gradients are applied so that the total gradient amplitude is the same in each individual DWI acquisition. Thus, the overall gradient vector can be expressed as the product of a gradient magnitude, $G$, and the normalized gradient direction vector $\mathbf{G}_{\mathrm{n}}$, so that

$$
\begin{align*}
& \mathbf{G}_{\mathrm{n}}=\left(g_{x}, g_{y}, g_{z}\right)^{\mathrm{T}}  \tag{132}\\
& g_{x}^{2}+g_{y}^{2}+g_{z}^{2}=1 \tag{133}
\end{align*}
$$

Therefore, each individual acquisition has the same $b$ factor. Second, in each individual DWI acquisition the gradients are always applied with a constant ratio; for example $g_{x}\left(t^{\prime \prime}\right)=-g_{y}\left(t^{\prime \prime}\right)$ or $g_{y}\left(t^{\prime \prime}\right)=2 g_{z}\left(t^{\prime \prime}\right)$. Therefore, if the imaging gradients can be ignored, the relative magnitudes of the $b_{i j}$ terms can be calculated

Table 6 Calculation of the $b$ Matrix for a Common Six-Direction DTI Gradient-Encoding Scheme

| Relative b Matrix Elements |  |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $g_{x}$ | $g_{y}$ | $g_{z}$ | $b_{x x}$ | $b_{y y}$ | $b_{z z}$ | $b_{x y}$ | $b_{x z}$ | $b_{y z}$ |
| 1 | $u$ | 0 | 1 | $u^{2}$ | 0 | $u$ | 0 | 0 |
| 1 | $-u$ | 0 | 1 | $u^{2}$ | 0 | $-u$ | 0 | 0 |
| 0 | 1 | $u$ | 0 | 1 | $u^{2}$ | 0 | 0 | $u$ |
| 0 | 1 | $-u$ | 0 | 1 | $u^{2}$ | 0 | 0 | $-u$ |
| $u$ | 0 | 1 | $u^{2}$ | 0 | 1 | 0 | $u$ | 0 |
| $-u$ | 0 | 1 | $u^{2}$ | 0 | 1 | 0 | $-u$ | 0 |

Note: The components $g_{x}, g_{y}$, and $g_{z}$ are in units of the reciprocal of the total gradient magnitude $\left(1+u^{2}\right)^{1 / 2}$, so that the actual component magnitudes are $1 /\left(1+u^{2}\right)^{1 / 2}$ and $u /(1+$ $\left.u^{2}\right)^{1 / 2}$.
from the product of the normalized gradient magnitudes, $\mathrm{g}_{i} g_{j}$.

$$
\mathbf{g}=\mathbf{G}_{\mathrm{n}} \mathbf{G}_{\mathrm{n}}^{\mathrm{T}}=\left(\begin{array}{l}
g_{x}  \tag{134}\\
g_{y} \\
g_{z}
\end{array}\right)\left(\begin{array}{lll}
g_{x} & g_{y} & g_{z}
\end{array}\right)=\left(\begin{array}{ccc}
g_{x}^{2} & g_{x} g_{y} & g_{x} g_{z} \\
g_{y} g_{x} & g_{y}^{2} & g_{y} g_{z} \\
g_{z} g_{x} & g_{z} g_{y} & g_{z}^{2}
\end{array}\right)
$$

$$
\begin{gather*}
\mathbf{b}=b \mathbf{g}  \tag{135}\\
\mathbf{b}: \mathbf{D}=b \mathbf{g}: \mathbf{D} \tag{136}
\end{gather*}
$$

An example is shown in Table 6 for a six-direction gradient sampling scheme. When $u=1$, this produces six pairs of equal-magnitude gradients. When

$$
\begin{equation*}
u=\tau \equiv(\sqrt{5}+1) / 2=2 \cos (\pi / 5) \approx 1.618 \tag{137}
\end{equation*}
$$

or

$$
\begin{equation*}
u=\tau \equiv(\sqrt{5}-1) / 2 \approx 0.618 \tag{138}
\end{equation*}
$$

this produces gradients pointing to the vertices of a regular icosahedron (42). Selection of gradient directions is discussed in more detail in the section on selecting gradient directions.

## Eliminating Effects of the Imaging Gradients and Background Gradients

In general, calculation of the exact $\mathbf{b}$ matrix for an imaging sequence requires knowledge of all gradients present during the imaging sequence, including static background gradients and the imaging gradients as well as the diffusion gradients. However, the imaging
gradients may not be known until the slice orientation has been selected during the MRI exam, and background gradients have unknown magnitudes that vary among voxels. Because imaging gradients and background gradients have similar effects, the following discussion refers to imaging gradients. Identical considerations apply to background gradients.

In the presence of both diffusion gradients and imaging gradients, there will be three types of gradient terms in the overall $\mathbf{b}$ matrix: $\mathbf{B}_{\mathrm{d}}$ from the diffusion gradients (e.g., $g_{\mathrm{d} x} g_{\mathrm{d} y}$ ); $\mathbf{B}_{\mathrm{i}}$ from the imaging gradients (e.g., $g_{\mathrm{ix}} g_{\mathrm{iy}}$ ); and $\mathbf{B}_{\mathrm{di}}$ from cross-terms involving both diffusion gradients and imaging gradients (e.g., $g_{\mathrm{d} x} g_{\mathrm{ix}}$ ). The $\mathbf{B}_{\mathrm{d}}$ terms are the desired diffu-sion-measurement terms. The $\mathbf{B}_{\mathrm{i}}$ terms also appear in the $b=0$ images, and therefore will cancel in the ratio $S_{1} / S_{2}$ (Eq. [101]).

The $\mathbf{B}_{\mathrm{di}}$ cross-terms can be treated in several ways. First, if the imaging gradients are small, they may be ignored as a first approximation. The results will not be exact, but may be good enough for many purposes. Second, if each diffusion gradient is refocused before the next imaging gradient is turned on, and each imaging gradient is refocused before the next diffusion gradient comes on, there are no $\mathbf{B}_{\mathrm{di}}$ cross-terms (43). However, this greatly reduces the $b$ factor available in a given echo time $T E$, or greatly increases the $T E$ to achieve a desired $b$ factor. Third, data in each direction can be acquired twice, once with the original diffusion gradients $\left(g_{\mathrm{d} x}, g_{\mathrm{d} y}, g_{\mathrm{d} z}\right)$ and once with the negative of each diffusion gradient $\left(-g_{\mathrm{d} x},-g_{\mathrm{d} y},-\right.$ $\left.g_{\mathrm{dz}}\right)$-for example, $(0.6,-0.8,0)$ and $(-0.6,0.8,0)$. This will have no effect on $\mathbf{B}_{\mathrm{i}}$, which has terms such as $g_{\mathrm{i} x} g_{\mathrm{i} y}$, or on $\mathbf{B}_{\mathrm{d}}$, which has terms such as $g_{\mathrm{d} x} g_{\mathrm{d} y}$. However, the $\mathbf{B}_{\mathrm{di}}$ terms such as $g_{\mathrm{d} x} g_{\mathrm{ix}}$ will all become negative-for example, $g_{\mathrm{d} x} g_{\mathrm{ix}}$ becomes $-g_{\mathrm{d} x} g_{\mathrm{i} x}$. Thus the relative signal intensities will be

$$
\begin{align*}
& S_{2}^{+}=S_{0} \exp \left[-\left(\mathbf{B}_{\mathrm{d}}+\mathbf{B}_{\mathrm{i}}+\mathbf{B}_{\mathrm{di}}\right): \mathbf{D}\right]  \tag{139}\\
& S_{2}^{-}=S_{0} \exp \left[-\left(\mathbf{B}_{\mathrm{d}}+\mathbf{B}_{\mathrm{i}}-\mathbf{B}_{\mathrm{di}}\right): \mathbf{D}\right]  \tag{140}\\
& \left(S_{2}^{+} S_{2}^{-}\right)^{1 / 2}=S_{0} \exp \left[-\left(\mathbf{B}_{\mathrm{d}}+\mathbf{B}_{\mathrm{i}}\right): \mathbf{D}\right] \tag{141}
\end{align*}
$$

Taking the geometric mean of the two images, one with the original diffusion gradients and one with the negative of the original diffusion gradients, eliminates the $\mathbf{B}_{\mathrm{di}}$ cross-terms between diffusion gradients and imaging gradients $(44,45)$. The remaining $\mathbf{B}_{\mathrm{i}}$ term is present with $b=0$ and $b>0$, and therefore will not affect calculation of the $A D C$ from Eq. [102].

This method of eliminating the effects of crossterms between diffusion and imaging gradients requires that data from each pair of opposite directions be combined into a single value (Eq. [141]) before the tensor elements are calculated. If the same data are treated as independent directions, it is reasonable to expect that the cross-terms will be greatly reduced, but not entirely eliminated. However, this has not yet been demonstrated either theoretically (analytically or numerically) or in practice.

It is reasonable to expect that the cross-terms will be minimized if the diffusion gradients are uniformly placed around the entire sphere, not just over one hemisphere, even if the directions are not exact $+/-$ pairs. This has not yet been demonstrated either theoretically (analytically or numerically) or in practice. One way to create such a "balanced" gradient scheme is to minimize the residual unbalanced gradient components (6). That is, one can sum the components in the $x, y$, and $z$ directions, square each sum, add the three squares, and minimize this final sum-of-squares (46).

## Effect of $\mathbf{6}$ Factor on Minimum TE

The minimum possible $T E$ for an imaging sequence, $T E_{\text {min }}$, increases as $b$ increases. Although it is impossible to determine a single precise relationship that is valid for all situations, the $T E_{\text {min }}$ for a given $b$ value, or conversely the maximum $b$ factor for a given $T E$, $b_{\text {max }}$, can be calculated for a standard echo planar imaging (EPI) pulse sequence (47). The formulas in (47) contain some errors, so the derivation of those formulas is repeated here. The pulse scheme shown in Fig. 6 assumes square gradient pulses and a full $k$-space echo-planar image acquisition, so that there is minimal time between the $180^{\circ}$ refocusing pulse and the start of the second diffusion gradient. There may be some extra time between the end of the first diffusion gradient and the $180^{\circ}$ refocusing pulse. With this pulse sequence, $t R F 1$ is the minimum possible time between the middle of the $90^{\circ}$ excitation pulse and the start of the first diffusion gradient, $S S L C$ is the minimum possible time from the end of the first diffusion gradient to the middle of the $180^{\circ}$ refocusing pulse, $\operatorname{SSRC}$ is the minimum possible time from the middle of the $180^{\circ}$ refocusing pulse to the beginning of the second diffusion gradient, and $t E P I$ is the minimum possible time from the end of the second diffusion gradient to the peak echo formation. The maximum duration of the diffusion gradient is

$$
\begin{equation*}
\delta_{\max }=T E / 2-t_{A} \tag{142}
\end{equation*}
$$



Figure 6 Diagram of a typical spin-echo pulse sequence, showing the two RF pulses (black box and white box), the DW gradients (diagonal hatching), and the echo planar imaging (EPI) acquisition period (vertical stripes). The echo time is $T E$, the DW gradient duration is $\delta$, and the DW gradient separation is $\Delta . t R F_{1}$ is the minimum time between the $90^{\circ}$ excitation RF pulse and the beginning of the first DW gradient, $S S L C$ is the minimum time between the end of the first DW gradient and the $180^{\circ}$ refocusing RF pulse, $S S R C$ is the minimum time between the end of the $180^{\circ} \mathrm{RF}$ pulse and the beginning of the second DW gradient, and $t E P I$ is the minimum time between the end of the second DW gradient and TE. Because $S S R C+t E P I>t R F_{1}+$ $S S L C$, there is extra time between the first DW gradient and the $180^{\circ}$ refocusing rf pulse. This figure is intended to be similar, but not identical, to Fig. 1 in (47), with similar labels for the various time periods. To allow clear labels, the relative time periods are not the same as those usually found in MRI pulse sequences.
where

$$
\begin{equation*}
t_{A}=S S R C+t E P I \tag{143}
\end{equation*}
$$

The maximum gradient separation is

$$
\begin{equation*}
\Delta_{\max }=T E / 2-t_{B} \tag{144}
\end{equation*}
$$

where

$$
\begin{equation*}
t_{B}=t R F 1-S S R C \tag{145}
\end{equation*}
$$

Substitution of these values of $\delta$ and $\Delta$ into Eq. [116] yields

$$
\begin{align*}
b_{\max }=\gamma^{2} G^{2}\left(T E / 2-t_{A}\right)^{2}[( & \left.T E / 2-t_{B}\right) \\
& \left.-\left(T E / 2-t_{A}\right) / 3\right] \tag{146}
\end{align*}
$$

which can be rearranged to

$$
\begin{align*}
b_{\max }=\left[\gamma^{2} G^{2} / 12\right][ & T E^{3}-3\left(t_{A}+t_{B}\right) T E^{2} \\
& \left.+12 t_{A} t_{B} T E+4 t_{A}^{3}-12 t_{A}^{2} t_{B}\right] \tag{147}
\end{align*}
$$

This is a cubic equation in $T E$,

$$
\begin{array}{r}
T E^{3}-3\left(t_{A}+t_{B}\right) T E^{2}+12 t_{A} t_{B} T E+4 t_{A}^{3}-12 t_{A}^{2} t_{B} \\
-12 b_{\max } / \gamma^{2} G^{2}=0 \quad[14 \tag{148}
\end{array}
$$

which can be solved analytically $(47,48)$ to give

$$
\begin{equation*}
T E_{\min }=\kappa+\beta / \kappa+\varepsilon \tag{149}
\end{equation*}
$$

where

$$
\begin{gather*}
\alpha=\left(t_{A}-t_{B}\right)^{3}-6 b_{\max } / \gamma^{2} G^{2}  \tag{150}\\
\beta=\left(t_{A}-t_{B}\right)^{2}  \tag{151}\\
\kappa=\left[-\alpha+\left(\alpha^{2}-\beta^{3}\right)^{1 / 2}\right]^{1 / 3}  \tag{152}\\
\varepsilon=t_{A}+t_{B}=t R F 1+t E P I \tag{153}
\end{gather*}
$$

If $\alpha^{2}-\beta^{3} \geq 0, \kappa^{3}$ has one real root and two complex conjugate roots, and $T E_{\text {min }}$ is derived from the real root. If $\alpha^{2}-\beta^{3}<0$, then $\kappa^{3}$ has three distinct complex roots. For each root, $\beta / \kappa=\kappa^{*}$ (the complex conjugate of $\kappa$ ), and $T E_{\text {min }}$ is the largest value derived from these three roots. When this minimum $T E$ from Eq. [149] is incorporated into the equation for signal intensity, Eq. [98] becomes

$$
\begin{equation*}
S I=S_{0}^{\prime} \exp \left[-T E_{\min }(b) / T_{2}\right] \exp (-b D)=S_{0} \exp (-b D) \tag{154}
\end{equation*}
$$

If $t R F 1+S S L C>t E P I+S S R C$, there is no extra time between the end of the first diffusion gradient and the $180^{\circ}$ refocusing pulse, whereas there may be some extra time between the $180^{\circ}$ refocusing pulse and the start of the second diffusion gradient (Fig. 7). This could happen with partial $\kappa$-space imaging, for


Figure 7 Diagram of a typical spin-echo pulse sequence showing the two RF pulses, the DW gradients (diagonal hatching), and the echo planar imaging (EPI) acquisition period (vertical stripes). In contrast to Fig. 6, there is a longer delay after the $90^{\circ}$ pulse and a shorter EPI acquisition period before $T E$. As a result, $t R F_{1}+S S L C>S S R C+$ $t E P I$, so there is extra time between the $180^{\circ} \mathrm{RF}$ pulse and the second DW gradient. The time period labels are the same as in Fig. 6.
example (49). In this case, Eqs. [142-145] must be replaced by

$$
\begin{gather*}
\delta_{\max }=T E / 2-t_{C}  \tag{155}\\
t_{C}=t R F 1+S S L C  \tag{156}\\
\Delta_{\max }=T E / 2-t_{D}  \tag{157}\\
t_{D}=t E P I-S S L C \tag{158}
\end{gather*}
$$

When $T E_{\min }$ is calculated in this case, $t_{A}$ and $t_{B}$ must be replaced by $t_{C}$ and $t_{D}$ in Eqs. [146-153].

The $\varepsilon$ term in Eq. [149] represents the required time before and after the diffusion gradients, so it does not change when $b$ changes. Therefore, the $\varepsilon$ term can be ignored when the signal intensities at two different $b$ factors are compared.

For many applications it is not essential to know the exact $T E_{\text {min }}$, only the approximate change in $T E_{\min }$ when $b$ changes. For such approximate calculations it may be sufficient to ignore $\varepsilon=t R F 1+t E P I$ and to assume that $\operatorname{SSLC}=\operatorname{SSRC}=0$ so that $\delta=$ $\Delta=T E / 2$ (50). In this case, Eq. [116] simplifies to

$$
\begin{gather*}
b_{\max }=\gamma^{2} G^{2}(T E / 2)^{2}[T E / 2-(T E / 2) / 3]  \tag{159}\\
b_{\max }=\gamma^{2} G^{2} T E^{3} / 12 \tag{160}
\end{gather*}
$$

which leads to

$$
\begin{equation*}
T E_{\min }=\left(12 b / \gamma^{2} G^{2}\right)^{1 / 3} \tag{161}
\end{equation*}
$$

This expression, much simpler than Eqs. [149-153], can easily be incorporated into expressions for signal intensity as a function of $b$. Equations [149] and [161] are compared in Fig. 8.

For a given $b$ factor and $G_{\max }, T E_{\min }$ can be decreased by using all three gradients instead of one gradient at a time. For example, for a three-direction $A D C$ measurement, using $\left(G_{x}, G_{y}, G_{z}\right)=(1,1,-1 / 2)$, $(1,-1 / 2,1)$, and $(-1 / 2,1,1)$ provides three orthogonal gradient directions with the $b$ factor increased by a factor $\left(1^{2}+1^{2}+0.5^{2}\right)=2.25$ and the effective gradient strength increased by a factor $\left(1^{2}+1^{2}+\right.$ $\left.0.5^{2}\right)^{0.5}=1.5$.

## Important Points in "Measuring Apparent Diffusion Coefficients"

In isotropic liquids, diffusion causes an exponential signal loss based on the product $B d$ (Eq. [98]). Diffusion usually is measured by applying diffusion-
sensitizing gradients in the two halves of a spin-echo sequence (before and after the $180^{\circ}$ refocusing pulse; see Figs. 5-7). The $b$ factor depends on the gradient magnitude and duration, and the delay before the refocusing gradient. Although the imaging gradients can affect the exact $b$ factor, an estimate based on the diffusion-sensitizing gradients alone is shown in Eqs. [115-117]. The effect of the imaging gradients can be eliminated by repeating each measurement with the


Figure 8 Comparison of the exact formula for $T E_{\text {min }}$ as a function of $b_{\text {max }}$ (Eq. [149]) and the approximate value from Eq. [161]. Values of $S S R C$ and $t E P I$, calculated from the data of (47), were added to the estimate of Eq. [161] so that it would be closer to the exact formula. The maximum gradient strength ( $G_{\max }$ ) was assumed to be $22 \mathrm{mT} / \mathrm{m}$. (a) The two calculations seem to undergo similar changes as the $b$ factor increases from $350 \mathrm{~s} / \mathrm{mm}^{2}$ to $2000 \mathrm{~s} / \mathrm{mm}^{2}$. (b) A closer look shows that the difference between the two calculations slowly declines from 12.5 ms to 8.4 ms as the $b$ factor increases from $350 \mathrm{~s} / \mathrm{mm}^{2}$ to $2000 \mathrm{~s} / \mathrm{mm}^{2}$. The exact $T E_{\text {min }}$ increases from 100.5 ms to 134.8 ms , whereas the approximate $T E_{\text {min }}$ increases from 88.0 ms to 126.4 ms .
negative gradient direction (Eq. [141]). As the $b$ factor increases with a given gradient strength, the minimum echo time $T E_{\min }$ also increases (Eq. [149]). An approximate relationship between $T E_{\min }$ and the $b$ factor is suitable for many applications (Eq. [161]).

## SELECTING GRADIENT DIRECTIONS

The purposes of this section are 1) to discuss the importance of choosing a good gradient sampling scheme for DWI or DTI, 2) to introduce the regular polyhedra (Platonic solids), 3) to present some optimal sampling schemes explicitly, 4) to explain how $D_{\text {av }}$ and $s R A$ sometimes can be calculated without calculating the tensor elements, 5) to discuss some possible ways to evaluate and compare gradient sampling schemes, and 6) to outline some key ideas to consider when selecting a gradient sampling scheme.

## General Concerns

Much has been written about the best way to select the directions in which to measure the $A D C$ in order to calculate the tensor elements (5, 6, 42, 47, 51-54). If the tensor (diffusion ellipsoid) orientation were known, then three measurements along the three eigenvector directions would provide all the necessary information. Because the tensor orientation generally is not known in advance, and generally many orientations will be present in a biological sample, diffusion must be measured in at least six directions.

Although most of this section considers the optimal gradient sampling schemes, it is sometimes desirable to compare optimal schemes with suboptimal schemes. Some necessary mathematical conditions for gradient sampling schemes that will guarantee a valid tensor calculation have been proposed (55). There must be at least one set of six gradient vectors with the following properties (some of these rules can be violated by gradient vectors beyond the chosen six, but at least one set of six vectors must obey all these rules):

1. No two gradient vectors are parallel or antiparallel. That is, no gradient vector can be a (positive or negative) multiple of another vector.
2. If three vectors belong to a 2 D subspace (i.e., the vectors are coplanar, so that the three possible cross-products are collinear), then the remaining three vectors must be linearly independent. In other words, the remaining three vectors must not be coplanar.
3. No subset of four gradient vectors may belong to the same 2D subspace. That is, no four vectors may be coplanar.

Adherence to the above three rules does not necessarily guarantee that the tensor can be calculated from the data. However, violation of any of the rules means that an attempt to calculate the tensor will encounter mathematical problems.

There is general agreement that the optimal directions should be spread out as uniformly as possible over a hemisphere, and that some of these directions should then be made negative (pointing toward the other hemisphere) to minimize the effects of crossterms between the diffusion gradients and the imaging gradients in $D_{\mathrm{av}}$, and presumably in the off-diagonal tensor elements.

There is less agreement about how many directions to use, exactly what directions to use, and which negative directions to use. In general it appears that if the gradient directions are uniformly spaced, then the use of more directions (rather than multiple acquisitions in a few directions) yields more constant variance in the calculated tensor parameters as the tensor is rotated, but no improvement in the average variance over all possible rotations $(50,51)$.

In the early DTI days, gradient strength was typically limited to about $23 \mathrm{mT} / \mathrm{m}$, so there was a considerable advantage to using two or even three of the $x, y$, and $z$ gradients for each diffusion direction. This advantage becomes less important as the $T E$ decreases with stronger gradients and with parallel imaging techniques. This advantage becomes more important at higher field strengths, such as 3 T or higher, where $T_{2}$ values decline.

This article focuses on gradient directions defined by the five regular polyhedra, also called the Platonic solids. These directions can be written concisely with analytic formulas. Suggestions for designing other encoding schemes are also presented. The polyhedra do not specify the polarity of each gradient direction, only its orientation. The gradient schemes given in the tables usually represent one of the most balanced schemes possible, but other equally balanced schemes may be available, and many less-balanced schemes can be derived. The sum-of-squares for each normalized gradient scheme, which was explained at the end of the section on eliminating effects of the imaging gradients and background gradients, is also shown in the tables. The gradient strengths are chosen to be similar to previously published polyhedral gradients whenever possible (42).

For each gradient scheme shown below, equivalent schemes can be derived by multiplying all the $x, y$, or

Table 7 Regular Polyhedra

| Name | Shape | Faces | Edges | Vertices | Directions $^{\text {a }}$ |
| :--- | :--- | :---: | :---: | :---: | :---: |
| Tetrahedron | Triangle (3) | 4 | 6 | 4 | 3,4 |
| Cube | Square | 6 | 12 | 8 | $3,4,6$ |
| Octahedron | Triangle (4) | 8 | 12 | 6 | $3,4,6$ |
| Dodecahedron | Pentagon | 12 | 30 | 20 | $6,10,15$ |
| Icosahedron | Triangle (5) | 20 | 30 | 12 | $6,10,15$ |

[^1]$z$ components by -1 . This is equivalent to reflecting the gradients through the $y z, x z$, or $x y$ plane. The sum-of-squares term remains the same. However, the b matrix associated with each gradient direction changes, and the cross-terms between diffusion and imaging gradients may change in a specific situation. If one gradient direction is multiplied by -1 , the $\mathbf{b}$ matrix does not change, but the cross-terms between diffusion and imaging gradients may change.

## Descriptions of Regular Polyhedra (Platonic Solids)

A regular polyhedron is a solid whose surface consists of equilateral triangles, squares, or regular pentagons. One solid each is possible with squares or pentagons, and three solids are possible with equilateral triangles, depending on whether three, four, or five triangles meet at each vertex. The five regular polyhedra are summarized in Table 7. In each case the number of vertices plus the number of faces is two more than the number of edges. Several publications have included good pictures of the dodecahedron (42) and icosahedron ( $6,7,42,46,53$ ), as well as higher levels of uniformly spaced vertices $(42,46)$. Pictures and further information are available at a number of Internet sites.

The cube and the octahedron are called "duals" of each other because they can be aligned so that each cube face corresponds to one octahedron vertex, and each cube vertex corresponds to one octahedron face (Fig. 9[a]). The dodecahedron and icosahedron form a similar pair. In each of these four polyhedra, a line drawn from one vertex through the center passes through another vertex, a line drawn from one face through the center passes through another face, and a line drawn from one edge through the center passes through another edge. In contrast, a line from one vertex of the tetrahedron through the center passes through the center of a face, and a line from the center of one edge passes through the center of another edge. Therefore, except for the faces and vertices of the
tetrahedron, the vertices, edges, or faces of a regular polyhedron define half that number of unique directions. Thus, $3,4,6,10$, or 15 uniformly spaced directions can be prescribed from the regular polyhedra. The tetrahedron can be inscribed in a cube so that each vertex and each face corresponds to a vertex of the cube, and each edge corresponds to a face of the cube (see Fig. 9[b]) (8).

Certain values recur frequently in defining polyhedral gradient directions, so it is convenient to define these values separately. Icosahedral and dodecahedral directions can be defined by using $\tau$ from either Eq. [137] or Eq. [138]. This article uses Eq. [137] to be consistent with previously published encoding schemes ( 6,42 ), though Eq. [138] could also be used (53). Use of Eq. [138] would change the orientation of the icosahedron or dodecahedron and would require different formulas in some cases. It is important not to confuse the following parameters with other parameters with similar names: $A=$ anisotropy index (Eqs. [12] and [46]), $D=A D C, G=$ gradient vector strength (Eqs. [115-117]), $H=$ Heaviside step function (Eq. [108]), and the rotational invariants proposed by Bahn (1), which were discussed in part I.

$$
\begin{gather*}
\tau=(\sqrt{5}+1) / 2=2 \cos (\pi / 5) \approx 1.618034  \tag{162}\\
A=1 /\left(1+\tau^{2}\right)^{1 / 2}=[(5-\sqrt{5}) / 10]^{1 / 2} \approx 0.525731  \tag{163}\\
B=\tau /\left(1+\tau^{2}\right)^{1 / 2}=[(5+\sqrt{5}) / 10]^{1 / 2} \approx 0.850651  \tag{164}\\
C=(\tau-1) / 2=(\sqrt{5}-1) / 4 \approx 0.309017  \tag{165}\\
D=\tau / 2=(\sqrt{5}+1) / 4 \approx 0.809017  \tag{166}\\
E=2^{1 / 2} / 2 \approx 0.707107  \tag{167}\\
F \tag{168}
\end{gather*}
$$



Figure 9 (a) An octahedron inscribed inside a cube. The octahedron comprises eight equilateral triangles, with four triangles meeting at each vertex. The cube and the octahedron are duals of each other: each of the six octahedral vertices corresponds to a cube face, and each of the eight octahedral faces corresponds to a cube vertex (corner). Each of the 12 octahedron edges corresponds to a cube edge. (b) A tetrahedron inscribed in a cube. The tetrahedron comprises four equilateral triangles, with three triangles meeting at each vertex. The cube comprises six squares. Four cube vertices (corners) correspond to tetrahedron vertices. The other four cube vertices correspond to tetrahedron faces. Each of the six tetrahedron edges is along the diagonal of a cube face. Each of the four cube diagonals passes from one tetrahedron vertex, through the center of the cube and tetrahedron, and through the middle of the opposite tetrahedron face. Properties of the tetrahedron, the cube, the octahedron, and the two other regular polyhedra (Platonic solids) are summarized in Table 7.

$$
\begin{align*}
G=(1+2 \tau) /\left[3^{1 / 2}(1+\tau)\right]= & {[(3+\sqrt{5}) / 6]^{1 / 2} } \\
& \approx 0.934172 \tag{169}
\end{align*}
$$

$$
\begin{gather*}
H=\tau /\left[3^{1 / 2}(1+\tau)\right]=[(3-\sqrt{5}) / 6]^{1 / 2} \\
\approx 0.356822  \tag{170}\\
A B=\sqrt{5} / 5 \approx 0.447214  \tag{171}\\
C D=1 / 4  \tag{172}\\
G H=1 / 3  \tag{173}\\
\tau^{2}+1 / \tau^{2}=3 \tag{174}
\end{gather*}
$$

The name of each gradient scheme will include the number of directions and a letter indicating how the directions were chosen ( $x y z$, tetrahedron, pairs of gradients, vertices or faces or edges of a polyhedron, or a combined scheme).

## Gradient Directions from the Tetrahedron, Cube, and Octahedron

Three orthogonal directions can be specified by the tetrahedron edges, the cube faces, or the octahedron vertices (Table 8). These three directions can be defined as the $x, y$, and $z$ axes (scheme 3 x ), or they can be created by selecting a combination of gradients along all three axes (scheme 3a). Scheme 3 a can be obtained by rotating scheme 3 x by $\pi / 6$ radians about the axis (1, 1, 1) (Fig. 10[a]). A variation of scheme 3a has been published (34). Compared to scheme $3 x$, scheme 3a allows a greater $b$ factor in a given echo time. In each case, the average of the three measured $A D C \mathrm{~s}$ is $D_{\text {av }}$. The use of one negative direction or a rotated gradient scheme would not decrease the overall cross-term magnitude. Cross-terms can be eliminated by repeating each measurement in the negative direction, for a total of six diffusion-weighted measurements.

Four uniformly spaced directions can be specified by the tetrahedron vertices or faces, the cube vertices, or the octahedron faces. These four directions and their negatives can be defined by the eight vectors $( \pm 1, \pm 1, \pm 1)^{\mathrm{T}}(8,56)$ and are often called the tetrahedral gradient set (scheme 4t in Table 9). The average of the four measured $A D C s$ is $D_{\mathrm{av}}$. If the four directions are chosen so that the sum of the components in each direction ( $x, y$, and $z$ ) equals 0 , as in scheme 4t in Table 9, then cross-terms are eliminated when $D_{\text {av }}$ is calculated $(8,56)$. Furthermore, because each gradient can be at its maximum strength, the minimum $T E$ for a given $b$ factor can be achieved. Thus, a cross-term-free measurement of $D_{\text {av }}$ with the

Table 8 The $x, y$, and $z$ Components of Vectors Corresponding to Three Orthogonal Gradient Directions Derived from Regular Polyhedra

|  | Scheme $3 \mathrm{x}(\mathrm{sum}=3)$ |  |  | Scheme 3a (sum = 3) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 1 | 2 | 3 |
| Maximum gradient strength |  |  |  |  |  |  |
| $g_{x}$ | 1 | 0 | 0 | -0.5 | 1 | 1 |
| $g_{y}$ | 0 | 1 | 0 | 1 | -0.5 | 1 |
| $g_{z}$ | 0 | 0 | 1 | 1 | 1 | -0.5 |
| Normalized gradients |  |  |  |  |  |  |
| $g_{x}$ | 1 | 0 | 0 | $-1 / 3$ | 2/3 | 2/3 |
| $g_{y}$ | 0 | 1 | 0 | 2/3 | $-1 / 3$ | 2/3 |
| $g_{z}$ | 0 | 0 | 1 | 2/3 | 2/3 | $-1 / 3$ |

Note: The sum indicated in parentheses is the sum of squares of the $x, y$, and $z$ direction sums with normalized gradients. Scheme 7 c is $3 x+4 t$, with set $4 t 1$ negative.
minimum possible $T E$ can be achieved with four diffusion-weighted measurements.

The tetrahedral scheme 4 t can be combined with scheme $3 x$ to yield a seven-direction scheme 7c (Table 10), which seems to be the optimum seven-direction scheme (42,51,57). This corresponds to all the faces and vertices of the cube or octahedron, or all the vertices and edges of a tetrahedron. The gradients will be more balanced (sum $=0.072$ instead of 3 ) if the gradient set 4 t 1 is made negative. The $T E$ advantage of the tetrahedral scheme 4 t is lost when these two schemes are combined, though some of it could be recovered if the entire scheme were rotated appropriately.

The 12 edges of the cube or the octahedron define six gradient-pair directions, from which the entire tensor can be calculated ( $2,5,10,42,46,53,54$, 57-59). An example with maximum gradient amplitudes was shown in Table 6 with $u=1$, and a normalized and more balanced scheme (sum $=2$ instead of six) is shown as scheme 6 p in Table 11. This scheme is not as uniformly spread as the icosahedral vertex scheme 6 v shown in Table $12(42,46)$, but the use of maximum gradient strengths allows a shorter TE.

Images acquired with scheme 6p are shown in Fig. 11. These images are part of the data set from which the DAI maps in Fig. 3 were produced. These images were acquired with a single-shot echo-planar imaging pulse sequence, $5-\mathrm{mm}$ slice thickness, $b=860$ $\mathrm{s} / \mathrm{mm}^{2}, T E=105 \mathrm{~ms}$, and a $128 \times 128$ matrix over a $24-\mathrm{cm}$ field of view. Notice the dramatic SI difference in the splenium of the corpus callosum, where the intensity is low when the gradient direction is parallel to the nerve fibers and high when the gradient direction is perpendicular to the nerve fibers.

Schemes 3x (cube faces) and 6p (cube edges) could be combined to produce nine directions, scheme

9p. As explained below, this appears to be more uniform than replacing scheme 6 p with any other value of $u$ in Table 6 , such as scheme 6 v , producing scheme 9 v (6).

Thirteen directions could come from scheme 3 x (cube faces) plus scheme 4 t (cube corners) plus scheme $6 p$ (cube edges), producing scheme 13e (42). The six edges could be replaced by another choice of $u$ in Table 6, such as scheme 6 v . The choice of $u=$ $3^{1 / 2}-1 \approx 0.732$, to produce scheme 130 , seems to provide the most uniform spacing, as discussed below.

## Gradient Directions from the Icosahedron and Dodecahedron

Normalized and balanced gradients for the icosahedral vertex scheme 6 v are shown in Table 12 ( 6,42 , $46,51,57,59)$. The icosahedral scheme 6 v provides more uniform spatial coverage than the gradient pair scheme 6 p , and it retains some of the $T E$ advantage.

The 10 gradient directions for the 20 icosahedral faces can be found by adding or averaging the appropriate triplets of gradients in scheme 6 v , followed by normalization, to yield scheme 10 (Table 13) (42, 53). This scheme includes an unbalanced version of scheme 4 t , and the other six directions can be created from Table 6 with $u=\tau /(1+2 \tau)$.

The 15 gradient directions for the 30 icosahedral or dodecahedral edges can be found by adding or averaging the appropriate pairs of gradients in scheme 6 v to yield scheme 15 e (Table 14) (6). This scheme includes a version of scheme 3 x .

Schemes 6v (see Table 12), 10f (see Table 13), and 15 e (see Table 14) are for an icosahedron (or dodecahedron) with a single orientation. Therefore, they can be combined to make uniformly spaced gradients with $6,10,15,16,21,25$, or 31 directions (6). In these


Figure 10 (a) Illustration showing how the three directions corresponding to the $x, y$, and $z$ axes (Scheme 3 x , dotted arrows) can be rotated about the $(1,1,1)$ direction to produce three new orthogonal directions (Scheme 3a, solid arrows). (b) Illustration showing how the cube defines three orthogonal directions (dotted arrows), and four uniformly spaced directions (solid arrows). The three orthogonal directions, derived from the six cube faces, correspond to the $x, y$, and $z$ axes. The four directions are derived from four of the eight cube corners, with no two corners adjacent. Comparison with Fig. 9(b) shows that the four uniformly spaced directions correspond to the tetrahedron vertices.
combined sets, one or more directions may have to be made negative to achieve optimum balance (see Table 10).

All the polyhedral encoding schemes presented here, and the scheme in Table 6 with any value of $u$,
allow $D_{\text {av }}$ to be calculated as the average of the individual $A D C s\left(D_{\text {poly }}\right)$ without calculation of the tensor elements $(6,53)$.

$$
\begin{equation*}
D_{\mathrm{av}}=\overline{D_{\mathrm{poly}}} \tag{175}
\end{equation*}
$$

In the absence of noise, each icosahedral scheme also allows calculation of the eigenvalue variance $\left(\sigma_{\lambda}{ }^{2}\right)$ or standard deviation $(S D)\left(\sigma_{\lambda}\right)(53)$, and hence of $s R A$ (6) or $F A(6,53)$, without calculation of the tensor elements. In the presence of noise, this calculation is correct only for scheme 6 v . After calculating the variance of the individual $A D C \mathrm{~s}, \sigma_{D}{ }^{2}$,

$$
\begin{equation*}
\sigma_{D}^{2}=\overline{D_{\text {poly }}^{2}}-{\overline{D_{\text {poly }}}{ }^{2} .}^{2} \tag{176}
\end{equation*}
$$

$$
s R A=\sigma_{\lambda} /\left(2^{1 / 2} D_{\mathrm{av}}\right)=5^{1 / 2} \sigma_{D} / 2 D_{\mathrm{av}}
$$

$$
\begin{equation*}
F A=\sqrt{\frac{3.75 \sigma_{D}^{2}}{2.5 \sigma_{D}^{2}+D_{\mathrm{av}}^{2}}} \tag{178}
\end{equation*}
$$

The 2 D gradient directions corresponding to icosahedral directions are those that uniformly cover the semicircle, so that they are spaced by $180 / M$ degrees where $M$ is the number of different directions. The resulting 2D formulas are

$$
\begin{gather*}
\sigma_{\lambda}^{2}=2 \sigma_{D}^{2}  \tag{180}\\
s R A=\sigma_{\lambda} / D_{\mathrm{av}}=2^{1 / 2} \sigma_{D} / D_{\mathrm{av}} \tag{2D}
\end{gather*}
$$

Table 9 The $x, y$, and $z$ Components of Vectors Corresponding to Four Gradient Directions Corresponding to the Four Vertices and Four Faces of a Tetrahedron, or the Eight Vertices of a Cube

| Scheme 4t (Sum $=0)$ |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: |
|  | 1 | 2 | 3 | 4 |
| Maximum gradient strength |  |  |  |  |
| $g_{x}$ | 1 | 1 | -1 | -1 |
| $g_{y}$ | 1 | -1 | 1 | -1 |
| $g_{z}$ | 1 | -1 | -1 | 1 |
| Normalized gradients |  |  |  |  |
| $g_{x}$ | $F$ | $F$ | $-F$ | $-F$ |
| $g_{y}$ | $F$ | $-F$ | $F$ | $-F$ |
| $g_{z}$ | $F$ | $-F$ | $-F$ | $F$ |

Note: $F=3^{1 / 2} / 3 \approx 0.577350$ is defined in Eq. [168]. The sum indicated in parentheses is the sum of squares of the $x, y$, and $z$ direction sums with normalized gradients. Scheme 7 c is $3 \mathrm{x}+4 \mathrm{t}$, with set 4 t 1 negative.

Table 10 Summary of Combined Polyhedral-Encoding Schemes

| Scheme | From | Sum | Negative Sets | Minimum Sum |  |
| :--- | :--- | ---: | :--- | :---: | :---: |
| 7 c | $3 \mathrm{x}+4 \mathrm{t}$ | .072 | 4 t 1 |  | .072 |
| 16 c | $6 \mathrm{v}+10 \mathrm{f}$ | 1.757 | $10 \mathrm{f} 5,6,8,10$ | .147 |  |
| 21 c | $6 \mathrm{v}+15 \mathrm{e}$ | 2.498 | $6 \mathrm{v} 5 ; 15 \mathrm{e} 4,8-10,13,14$ | .0079 |  |
| 25 c | $10 \mathrm{f}+15 \mathrm{e}$ | .959 | $10 \mathrm{f} 1,3,6,7,10 ; 15 \mathrm{e} 3,6,11,12,14,15$ | .00159 |  |
| 31 c | $6 \mathrm{v}+10 \mathrm{f}+15 \mathrm{e}$ | 2.936 | $6 \mathrm{v} 3,6 ; 10 \mathrm{f7}, 8,10 ; 15 \mathrm{e} 1-5,7,9,11,12,14$ | .000457 |  |

Note: The individual gradient schemes are shown in Tables $8,9,12-14$. The sum in the third column is the sum of squares for the combined individual gradient schemes, the minimum sum in the last column is the sum with the negative gradients indicated, and appears to be a minimum sum in each case. Equation [175] applies to all five schemes, and Eqs. [176-178] apply to the last four schemes in the absence of noise.

$$
\begin{equation*}
F A=\sqrt{\frac{4 \sigma_{D}^{2}}{2 \sigma_{D}^{2}+D_{\mathrm{av}}^{2}}} \tag{2D}
\end{equation*}
$$

These formulas for $s R A$ and $F A$ are valid for all integer values of $M$ in the absence of noise, and for $M=3$ in the presence of noise. Equations [177-182] can be summarized as follows, where $N_{\mathrm{D}}$ is the number of dimensions (2 or 3 ).

$$
\begin{equation*}
\sigma_{\lambda}^{2}=\left[\left(N_{\mathrm{D}}+2\right) / 2\right] \sigma_{D}^{2} \tag{183}
\end{equation*}
$$

$$
\begin{align*}
& s R A=\sigma_{\lambda} /\left[\left(N_{\mathrm{D}}-1\right)^{1 / 2} D_{\mathrm{av}}\right] \\
& \quad=\left(N_{\mathrm{D}}+2\right)^{1 / 2} \sigma_{D} /\left[2\left(N_{\mathrm{D}}-1\right)\right]^{1 / 2} D_{\mathrm{av}} \tag{184}
\end{align*}
$$

$$
\begin{equation*}
F A=\sqrt{\frac{N_{\mathrm{D}}\left(N_{\mathrm{D}}+2\right) \sigma_{D}^{2}}{\left(N_{\mathrm{D}}-1\right)\left(N_{\mathrm{D}}+2\right) \sigma_{D}^{2}+2\left(N_{\mathrm{D}}-1\right) D_{\mathrm{av}}^{2}}} \tag{185}
\end{equation*}
$$

Variations of Eqs. [177] and [179] have been published for schemes $6 \mathrm{v}(6,53), 10 \mathrm{f}(53), 15 \mathrm{e}$, and 21c (6), and Eq. [178] has been published for schemes 6 v , 15 e , and 21 c (6). A summary of the properties of the individual polyhedral encoding schemes in Tables 8, 9 , and $11-14$ is shown in Table 15.

Table 11 The Normalized $x, y$, and $z$ Gradient Vector Components for Six Gradient Pairs Corresponding to the 12 Cube Edges

|  | Scheme $6 \mathrm{p}($ Sum $=2)$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 | 6 |
| $g_{x}$ | $E$ | $E$ | 0 | 0 | $-E$ | $-E$ |
| $g_{y}$ | $E$ | $-E$ | $E$ | $E$ | 0 | 0 |
| $g_{z}$ | 0 | 0 | $E$ | $-E$ | $-E$ | $E$ |

Note: The non-normalized gradient strengths are shown in Table 6 with $u=1 . E=2^{1 / 2} / 2 \approx 0.707107$ is defined in Eq. [167], and set 6 p 5 has been multiplied by -1 to provide a more "balanced" scheme. The sum indicated in parentheses is the sum of squares of the $x, y$, and $z$ direction sums with normalized gradients.

## Other Gradient Schemes

The optimal choice of other small numbers of directions, such as nine or 13 , is not always clear. Many examples can be based on the six directions of Table 6. For example, consider the choice of 10 directions. The most uniform spacing appears to be scheme 10 f (see Table 13). As mentioned previously, this is equivalent to scheme $4 t$ plus the six directions in Table 6 with $u=\tau /(1+2 \tau)$. One could also choose other values of $u$, as in scheme 6 p (producing scheme 10 p , four cube corners plus six cube edges) $(42,57)$ or 6 v (producing scheme 10 v , six icosahedral vertices plus four of the icosahedral faces). Evaluation of these two schemes, which is described in detail later, confirms that scheme 10 f is more uniform than schemes 10 p and 10 v .

A 12-direction gradient scheme, scheme 12 u , can be produced by rotating the six-direction scheme in Table 6 by $90^{\circ}$ about the $x, y$, or $z$ axis. These schemes can be perfectly balanced if either the original sixdirection set or the rotated six-direction set is made negative. The choice of $u=0.5$ appears to provide the

Table 12 The Normalized $x, y$, and $z$ Gradient Vector Components Corresponding to Six Directions Derived from Icosahedral Vertices or Dodecahedral Faces

| Scheme 6v (Sum $=1.53)$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 | 6 |  |
| $g_{x}$ | $A$ | $A$ | 0 | 0 | $B$ | $-B$ |  |
| $g_{y}$ | $B$ | $-B$ | $-A$ | $A$ | 0 | 0 |  |
| $g_{z}$ | 0 | 0 | $-B$ | $-B$ | $A$ | $A$ |  |

Note: The non-normalized gradient strengths are shown in Table 6 with $u$ from Eq. [137], and set 6 v 3 has been multiplied by -1 to provide a more "balanced" scheme. $A=1 /\left(1+\tau^{2}\right)^{1 / 2}=$ $\left[\left(5-5^{1 / 2}\right) / 10\right]^{1 / 2} \approx 0.525731$ is defined in Eq. [163], and $B=$ $\tau /\left(1+\tau^{2}\right)^{1 / 2}=\left[\left(5+5^{1 / 2}\right) / 10\right]^{1 / 2} \approx 0.850651$ is defined in Eq. [164]. The sum indicated in parentheses is the sum of squares of the $x, y$, and $z$ direction sums with normalized gradients.


Figure 11 Diffusion-weighted images with six different gradient directions defined by the 12 cube edges (Scheme 6p). Top row: $\left(g_{x}, g_{y}, g_{z}\right)=(-1,-1,0),(1,0,1),(0,-1,-1)$. Bottom row: $\left(g_{x}\right.$, $\left.g_{y}, g_{z}\right)=(-1,1,0),(-1,0,1),(0,-1,1)$. The axes are defined as $+x$ to the left of the image (subject's right), $+y$ to the top of the image (anterior), and $+z$ into the page (superior). The greatest intensity differences are seen in the splenium of the corpus callosum, where low intensities indicate that the nerve fiber tracts are aligned nearly parallel to the applied diffusion gradient, and high intensities indicate alignment nearly perpendicular to the gradients. These images are part of the raw data set from which the DAI maps in Fig. 3 were produced.
most uniform spacing between gradient directions, as judged from the maximum dot product between any two normalized direction vectors. This scheme has been published, with some typographical errors (58). Another way to choose 12 directions is to delete the cube faces (scheme 3 x ) from the icosahedral edges (scheme 15e) to produce scheme 12e (6).

Hasan et al. (42) gave references for "face triangulation" of the icosahedron, resulting in $5 n^{2}+1$ directions (42). This involves joining the midpoints of each edge so that each midpoint becomes a new vertex. Each vector is then normalized to unit magnitude. Scheme 6 v corresponds to $n=1$, and scheme

21c corresponds to $n=2$. The midpoints of the new edges can then be joined to form 46 directions for $n=$ 3 , and so on. Other geometric derivatives of the polyhedral encoding schemes are given by Hasan et al. (42).

For a large number of encoding directions, $N$, an analytic encoding scheme can provide a spiral of points that covers the unit sphere with an equal distance between adjacent points (60). These formulas were reproduced in (42) with a typographical error.

$$
\begin{equation*}
g_{z}(n)=(2 n-N-1) / N \tag{186}
\end{equation*}
$$

Table 13 The $x, y$, and $z$ Components of Vectors Corresponding to 10 Gradient Directions Derived from the 20 Icosahedral Faces or Dodecahedral Vertices

| Scheme $10 \mathrm{f}(\mathrm{Sum}=.584)$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |  |  |  |  |  |
| 10 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $g_{x}$ | $F$ | $-F$ | $F$ | $F$ | $-G$ | $G$ | 0 | 0 | $-H$ |  |  |  |  |  |
| $g_{y}$ | $F$ | $F$ | $-F$ | $F$ | $-H$ | $-H$ | $-G$ | $G$ | 0 |  |  |  |  |  |
| $g_{z}$ | $F$ | $F$ | $F$ | $-F$ | 0 | 0 | $-H$ | $H$ | $-G$ |  |  |  |  |  |

Note: $F=3^{1 / 2} / 3 \approx 0.577350$ is defined in Eq. [168], $G=$ $(1+2 \tau) /\left[3^{1 / 2}(1+\tau)\right]=\left[\left(3+5^{1 / 2}\right) / 6\right]^{1 / 2} \approx .934172$ is defined in Eq. [169], and $H=\tau /\left[3^{1 / 2}(1+\tau)\right]=[(3-$ $\left.\left.5^{1 / 2}\right) / 6\right]^{1 / 2} \approx 0.356822$ is defined in Eq. [170]. The sum indicated in parentheses is the sum of squares of the $x, y$, and $z$ direction sums with normalized gradients.

$$
\begin{equation*}
g_{x}(n)=\cos \left\{(N \pi)^{1 / 2} \sin ^{-1}\left[g_{z}(n)\right]\right\}\left(1-g_{z}(n)^{2}\right)^{1 / 2} \tag{187}
\end{equation*}
$$

$$
\begin{array}{r}
g_{y}(n)=\sin \left\{(N \pi)^{1 / 2} \sin ^{-1}\left[g_{z}(n)\right]\right\}\left(1-g_{z}(n)^{2}\right)^{1 / 2} \\
=\left[1-g_{z}(n)^{2}-g_{x}(n)^{2}\right]^{1 / 2} \tag{188}
\end{array}
$$

where $n=1,2, \ldots, N$.
One other way to select well-spaced directions is to consider each gradient vector to represent two diametrically opposed point charges on a unit sphere, and to minimize the repulsive force between the charges (47). This does not yield nice analytic formulas, but should give optimal spacing for any number of directions.

## Suboptimal Gradient Schemes

Sometimes it is useful to consider a suboptimal gradient encoding scheme to demonstrate the advantage of an optimal scheme. One example of such a suboptimal scheme, scheme $6 x$, is shown in Table $16(5,21$, $42,46,59$ ). Two suboptimal seven-direction schemes can be produced by combining scheme 6 x with either $(F, F, F)(38,46,59)$ or $(F, F,-F)$ (see Table 16).

## Evaluation of Gradient Encoding Schemes

There is no universal agreement on how to evaluate different gradient encoding schemes. This section briefly discusses several methods that have been suggested.

It has been suggested that minimizing the condition number would optimize the gradient encoding scheme (57). However, except for icosahedral gradient schemes, the condition number changes when the entire encoding scheme is rotated, so it is not rotationally invariant (51). Therefore, a lower condition number does not necessarily mean a better encoding scheme. If a condition number remains near the value for icosahedral schemes $\left(10^{1 / 2} / 2 \sim 1.581\right)$ when the entire gradient scheme is rotated, then the scheme is nearly icosahedral, and therefore nearly optimal. This article does not explore the definition of condition number and its relationship to encoding schemes. The condition number can be calculated with common programs such as $\mathrm{IDL}^{\circledR}$ using published definitions $(42,46)$.

To avoid the problems of the condition number, Papadakis et al. suggested calculating the total variance of an isotropic tensor, the sum of the variances of the nine tensor elements (59). Hasan et al. modified this by normalizing each scheme to the variance with six icosahedral directions, and called the normalized factor the relative encoding advantage factor, REAF (42).

It would be convenient to have a gradient scheme evaluation that can be calculated with something as simple as common spreadsheet software. One simple measure of uniform spatial distribution is to calculate the dot product (see Eq. [I-3]) between each pair of normalized gradient vectors (gradient dot product, or $G D P$ ), which is inversely related to the angle $\theta$ between each pair of gradient vectors (46).

$$
\begin{gather*}
\mathbf{g}_{n}^{\mathrm{T}} \mathbf{g}_{m}=G D P=\cos \theta  \tag{189}\\
G D P_{\max }=\cos \theta_{\min } \tag{190}
\end{gather*}
$$

Table 14 The $x, y$, and $z$ Components of Vectors Corresponding to 15 Gradient Directions Derived from the 30 Icosahedral or Dodecahedral Edges

| Scheme 15e $($ Sum $=0.167)$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| $g_{x}$ | -1 | 0 | 0 | C | C | C | C | -. 5 | . 5 | -. 5 | . 5 | -D | -D | D | D |
| $g_{y}$ | 0 | 1 | 0 | D | D | $-D$ | -D | -C | -C | -C | -C | -. 5 | . 5 | -. 5 | . 5 |
| $g_{z}$ | 0 | 0 | 1 | . 5 | -. 5 | . 5 | -. 5 | -D | $-D$ | D | D | -C | -C | -C | -C |

Note: $C=(\tau-1) / 2 \approx 0.309017$ is defined in Eq. [165], and $D=\tau / 2 \approx 0.809017$ is defined in Eq. [166]. The sum indicated in parentheses is the sum of squares of the $x, y$, and $z$ direction sums with normalized gradients.

Table 15 Summary of Individual Polyhedral Encoding Schemes

| Scheme | Polyhedron | Minimum Sum | sRA Directly (Eq. [177])? |
| :---: | :--- | :---: | :---: |
| 3 x | Cube faces; octahedral vertices | 3 | No |
| 4 t | Tetrahedral faces and vertices; cube vertices; | 0 | No |
|  | octahedral faces |  |  |
| 6 p | Cube edges; octahedral edges | 2 | No |
| 6 v | Icosahedral vertices; dodecahedral faces | 1.53 | Yes |
| 10 f | Icosahedral faces; dodecahedral vertices | .584 | Yes, if no noise |
| 15 e | Icosahedral edges; dodecahedral edges | .167 | Yes, if no noise |

Note: With each of these schemes, $D_{\text {av }}$ equals the average of the individual $A D C$ s (Eq. [175]).

Increased gradient spacing means that the largest $G D P, G D P_{\text {max }}$, becomes smaller, or the smallest angle $\theta, \theta_{\text {min }}$, becomes greater. Thus, improving spatial uniformity of gradient directions means maximizing $\theta_{\min }$ or minimizing $G D P_{\max }$ among all the gradient directions. This provides one convenient way to compare two gradient schemes with equal numbers of gradients. Calculation of the dot product between the gradients of any scheme is easily performed on a spreadsheet.

Clearly, as the number of gradient directions, $M$, increases, some of the gradient directions must become closer together. Therefore, $\theta_{\text {min }}$ generally decreases as $M$ increases, and $G D P_{\text {max }}$ increases. Thus, although an increased number of encoding directions clearly provides more uniform spatial coverage, the value of $\theta_{\text {min }}$ does not reflect this improvement. Another criterion for evaluating gradient schemes is to calculate the furthest angular separation between any individual vector direction and the nearest gradient direction. There does not appear to be a systematic way to do this in the general case. One practical approach is to find a gradient direction whose $\theta_{\min }$ is as large as possible, or whose $G D P_{\max }$ is as small as possible. One could then select a vector position by averaging the gradient direction and its closest neighbor, calculating the dot product of this normalized vector with each gradient direction (vector dot product, or $V D P$ ), then seeking to minimize $V D P_{\max }$ by adjusting the vector position slightly. This can be performed with the Solver in Excel. When the minimum value of $V D P_{\max }$ is found, this indicates the furthest possible angular distance between an arbitrary vector direction and the nearest gradient direction. This approach is similar to the proposed guaranteed anisotropic sensitivity, or $G A S$, which measures the range of $V D P^{2}$ for the worst possible case vector (61).

$$
\begin{equation*}
G A S=\operatorname{Min}\left(V D P_{\max }^{2}-V D P_{\min }^{2}\right) \tag{191}
\end{equation*}
$$

The preceding considerations considered only uniformity of spacing. In some cases, a small amount of spatial uniformity may be sacrificed for increased gradient strength, which can achieve the same $b$ factor with a shorter $T E$. For example, scheme 6 v is slightly more uniform than $6 p$, but $6 p$ uses two gradients in the ratio $1: 1$ compared to a ratio $1: 0.618$ in 6 v . Thus, for a given gradient duration $\delta$ and separation $\Delta$, the $b$ factor increases by a factor of $\left(1^{2}+1^{2}\right) /\left(1^{2}+\right.$ $\left.0.618^{2}\right) \approx 2 / 1.38$. This advantage has been called BMerit, which was defined as " $b$ divided by the $b$ available using only one gradient coil" (61). Thus, BMerit is 2 for scheme $6 p$, and 1.38 for scheme $6 v$ (Table 17).

## Selecting a Gradient Encoding Scheme

There are several things to keep in mind when selecting a gradient sampling scheme. First, at least 20-30 images should be acquired with $b>0$, so if fewer than 20 directions are included, each acquisition should be repeated. Repeating a direction with negative gradients allows the effects of nondiffusion gradients (static background gradients and imaging gradients) to be completely eliminated. However, this processing option does not yet appear to be available

Table 16 The Normalized $x, y$, and $z$ Gradient Vector Components for a Suboptimal Six-Direction Gradient Sampling Scheme

| Scheme 6x |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :---: | :--- | :--- | :--- | :---: |
|  | 1 | 2 | 3 | 4 | 5 | 6 |  |
| $g_{x}$ | 1 | 0 | 0 | $E$ | 0 | $E$ |  |
| $g_{y}$ | 0 | 1 | 0 | $E$ | $E$ | 0 |  |
| $g_{z}$ | 0 | 0 | 1 | 0 | $E$ | $E$ |  |

Note: $E=2^{1 / 2} / 2 \approx 0.707107$ is defined in Eq. [167]. Scheme 7 x includes scheme 6 x plus $(F, F, F)$, and scheme 7 y includes scheme $6 x$ plus $(F, F,-F)$, where $F=3^{1 / 2} / 3 \approx .577350$ is defined in Eq. [168].

Table 17 Evaluation Parameters for Several Gradient-Encoding Schemes

| Scheme | BMerit ${ }^{\text {a }}$ | $G D P_{\text {max }}$ | Condition Number ${ }^{\text {a }}$ | GAS | Vector for GAS | Minimum $V D P_{\text {max }}$ | Vector for $V D P$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Near-optimal schemes |  |  |  |  |  |  |  |
| 3a | 2.25 | 0 | - | 0 | 1, 1, 1 | . 577 | 1, 1, 1 |
| 4 t | 3 | . 333 | - | 0 | $1,0,0$ | . 577 | $1,0,0$ |
| 6p | 2 | . 5 | 2 | . 5 | 1, 0, 0 | . 707 | 1, 0, 0 |
| 6 v | 1.38 | . 447 | 1.581 | . 596 | 1, 1, 1 | . 795 | 1, 1, 1 |
| 7c | 1 | . 577 | 1.528 | . 651 | 1, .732, 0 | . 807 | 1, .732, 0 |
| 9p | 1 | . 816 | 1.414 | . 667 | 1, 1, 1 | . 816 | 1, 1, 1 |
| 10 f | 1 | . 745 | 1.581 | . 596 | 1, .618, 0 | . 795 | 1, .618, 0 |
| 12u | 1.25 | . 8 | 1.387 | . 53 | 1, 1, 1 | . 775 | 1, 1, 1 |
| 130 | 1 | . 807 | 1.627 | . 754 | 1, .225, . 507 | . 874 | 1, .225,. 507 |
| 15 e | 1 | . 809 | 1.581 | . 72 | 1, .618, 0 | . 851 | 1, .618, 0 |
| 16c | 1 | . 795 | 1.581 | . 85 | 1, $0, .159$ | . 923 | 1, 0, . 159 |
| 21c | 1 | . 851 | 1.581 | . 86 | 1, .453,.618 | . 934 | 1, 1, 1 |
| 25c | 1 | . 934 | 1.581 | . 85 | 1, .618, 0 | . 851 | 1, .618, 0 |
| 31c | 1 | . 934 | 1.581 | . 85 | 1, .453, .791 | . 947 | 1, 1.34, . 545 |
| Suboptimal schemes |  |  |  |  |  |  |  |
| 6x | 1 | . 707 | 2.618 | . 460 | 1, -1, . 414 | . 679 | 1, -1, . 414 |
| 7 x | 1 | . 816 | 2.562 | . 460 | 1, -1,. 414 | . 679 | 1, -1, . 414 |
| 7 y | 1 | . 816 | 2.59 | . 460 | 1, -1, . 414 | . 679 | 1, -1, . 414 |

[^2]from commercial MRI vendors, so offline processing may be necessary. Second, the gradient directions should be well spaced out. Icosahedral schemes with $6,10,15,16,21,25$, or 31 directions provide wellspaced directions. Other reasonable schemes are available for $7,9,12$, and 13 directions. Algorithms are available for selecting larger numbers of wellspaced directions. Third, the use of 21 or more directions will provide more uniform variance in the calculated DTI parameters over all possible tensor orientations and will minimize the effect of signals that approach the noise level with very high anisotropy levels. Fourth, if only six directions are used, scheme 6 p (gradient pairs) allows the shortest $T E$, whereas scheme $6 v$ (icosahedral vertices) retains some of the $T E$ advantage with slightly more uniform spacing.

## Important Points in "Selecting Gradient Directions"

It is generally best to have the gradient directions spread out uniformly in space. One convenient way to do this is to have the gradients point toward the vertices, edges, or faces of an icosahedron or other Platonic solid, or some combination of these. When
the number of gradient directions does not allow an icosahedral sampling scheme, some good nonicosahedral analytic schemes are available. With certain sampling schemes, $D_{\text {av }}$ and sometimes $s R A$ can be calculated directly from the individual $A D C$ measurements without explicitly calculating the tensor (Eqs. [175-178]). Several methods are available for selecting large numbers of directions that are spaced approximately uniformly. There is no universally accepted way to compare the effectiveness of different sampling schemes. Several evaluation criteria are compared in Table 17.
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[^1]:    ${ }^{\text {a }}$ The number of diffusion directions available from the faces, edges, or vertices of each regular polyhedron. Notice that in each case the number of vertices plus the number of faces is two more than the number of edges.

[^2]:    ${ }^{\text {a }}$ The condition number and BMerit may change if the gradient scheme is rotated. For any number of directions, more optimal schemes are characterized by high BMerit, GAS, and minimum $V D P_{\text {max }}$, and by a condition number near 1.581 even when the gradient scheme is rotated. For a given number of directions, more optimal schemes are characterized by lower $G D P_{\text {max }}$. The indicated vectors for $G A S$ and minimum $V D P_{\max }$ are the worst case found so far, but it is possible in some cases that an even worse case could be found. These vectors are not normalized.

