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Rational and Objectives. Dynamic contrast-enhanced (DCE) MRI offers the potential to provide quantitative maps of tumor perfusion parameters and is therefore expected to play an important role in the study of cancer in small animal models. Extraction of such information from DCE-MRI data requires a methodology for determination of the arterial input function (AIF) for the target tissues. An MRI based method for observation of the AIF in a mouse model is demonstrated in the present report.

Materials and Methods. A series of short-axis cardiac images was acquired during the first pass of a bolus of Gadodiamide using a low-resolution, EEG-gated, saturation-recovery gradient echo imaging sequence. The AIF was then extracted from the observed signal intensity changes in the left ventricle (LV) blood pool.

Results. The proposed technique provides sufficient temporal and spatial resolution to accurately characterize the AIF of Gadodiamide in mouse models. The AIF was observed in 4 mice and was found to be qualitatively similar to that previously observed in larger animals. However, significant inter-animal variability in the precise form of the AIF was evident.

Conclusions. The proposed method for determination of AIF in mice has been shown to be effective and reliable. The inter-animal variability observed in the present study suggests that the AIF should be measured in each animal undergoing analysis by DCE-MRI.
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Dynamic contrast-enhanced (DCE) MRI has the potential to play an important role in cancer research in small animal models. These methods use fast imaging techniques to monitor the signal changes during the first pass of an IV bolus of a suitable contrast agent (CA). Fitting of the observed changes in signal intensity to a suitable pharmacokinetic model yields quantitative measures of perfusion and/or vascular permeability within various tissues. The pharmacokinetic models most commonly employed for analysis of DCE-MRI data require knowledge of the time-dependent tracer concentration in the vessels feeding the tumor, known as the arterial input function (AIF) (1–3).

The AIF has previously been determined in humans and large animals by sampling arterial blood at multiple time points following tracer administration (4). However, sampling methods simply cannot be implemented in small animals because of the limited blood volume and high heart rates. MRI methods for determining the AIF have also been demonstrated in humans. These techniques extract the AIF from signal intensity changes observed in the blood of the left ventricle (LV) (5) or in large arteries (6) following injection of a CA bolus.

Although several DCE-MRI studies of tumor perfusion in mice have been reported (7–9), relatively few measurements of the AIF in small animal models have been made to date. Evelhoch et al have measured the $^2$H$_2$O AIF in rats by
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shunting blood from the carotid artery through an RF transceiver coil and then back into the rat (10). This approach yielded a precise representation of the AIF, but is obviously invasive. The technique would be very difficult to implement in mice because of the small vessel size. Artemov et al. (11) have had some success in measuring the AIF in mice by wrapping a transceiver coil around the tail. However, this technique offers very low temporal resolution.

In the present report an MRI method for estimation of the AIF in mice is shown. Here, in analogy to the previously reported work in humans (5), the AIF is extracted from the signal intensity changes in the LV blood pool following injection of a bolus of CA.

**MATERIALS AND METHODS**

**Animal Preparation**

The animal protocol was approved by the Institute Animal Care and Use Committee (IACUC) at the University of Pennsylvania. Female 6–9-week-old C3H/HEJ mice (National Cancer Institute, Bethesda, MD) were prepared for imaging by inserting a tail vein catheter. The catheter was attached to a piece polyethylene (PE) tubing of sufficient length to extend outside the magnet during imaging. The PE tubing was filled with a solution of CA before attachment to the catheter. The animal was sedated with 1% isoflurane in air at a flow rate of 0.8 L/min through a nose cone. A thermister for monitoring core body temperature was placed rectally and a pair of sub-dermal needle electrodes was placed in the front paws for monitoring the electrocardiogram (ECG). ECG monitoring and gating was accomplished with an MR-compatible small animal vital sign monitor (SA Instruments, Bayshore, NY). This device also regulated a home-built warm air source to maintain the animal’s core temperature at 37°C (± 0.2°C) during the imaging protocol. Under these conditions, heart rates were typically in the range of 480–540 beats per minute.

**MR Imaging**

All MR experiments were performed with a Unity INOVA console (Varian Inc., Palo Alto, CA) equipped with a 4.7 T horizontal bore magnet and a 12 cm gradient insert capable of generating magnetic field gradients of up to 25 G/cm. A home-built 4.5 × 9 cm linearly polarized birdcage RF coil was used for all studies. All MR acquisitions were gated on the R-wave generated by the ECG monitor described above. A delay of 5–10 milliseconds was inserted between the detection of R-wave and initiation of imaging so that image acquisition occurred at end-diastole, when the heart is in the fully dilated state to minimize flow effects.

A single short-axis heart image located well below the mitral valve was selected to avoid turbulence in the blood pool around the valve. A pre-contrast longitudinal relaxation time, $T_1$, map was then generated using the TOM-ROP (T One by Multiple Read Out Pulses) (12, 13) sequence with $TE = 2.2$ milliseconds, $TI$ (inversion time) = 4 heartbeats (~480 ms), number of $TI$ intervals = 25, flip angle = $10^\circ$, $FOV$ = 2.5 cm, 64 phase encodes, and $thk$ = 1 mm. The sequence used a $90^\circ$-$180^\circ$-$90^\circ$ composite inversion pulse, which was shown to achieve accurate inversion over the entire animal when used in combination with the slightly oversized RF coil.

On completion of the $T_1$ mapping protocol, sixty single average, low-resolution (16 phase encodes) images were acquired from the same slice using an ECG-gated saturation-recovery GRE sequence ($TE = 2.2$ ms, $TR = 6$ ms, flip angle = $90^\circ$, $TS = 1$ heartbeat-$TR$). The pulse sequence used a composite saturation pulse (14) to compensate for $B_1$ inhomogeneity and to ensure complete saturation of the entire blood pool. The saturation pulse was followed by a 5-millisecond 2 G/cm crusher pulse. This protocol yielded a temporal resolution of approximately 2 s/image. A 0.1-mL bolus of 10 mM Gadodiamide (Omniscan; Nycomed Inc., Princeton, NJ) in saline was injected IV in 2 seconds starting after the acquisition of 20 pre-contrast images. A second series of 120 images using identical timing parameters and 2 averages (temporal resolution approximately 4 s/image) was initiated immediately after completion of the first series.

**Image Processing**

The signal intensity in a saturation-recovery experiment may be expressed by

$$ S = A[1 - \exp(-TS R_1)] $$

where $TS$ is the saturation-recovery time (1 heartbeat minus $TR$), $R_1 = 1/T_1$ is the longitudinal relaxation rate constant; and $A$ is a proportionality constant that accounts for transverse relaxation effects, receiver gain, and proton density. The above relation can easily be rearranged to express the relaxation rate constant as a function of the signal intensity as shown below

$$ R_1 = -\frac{\ln[1 - S/A]}{TS} $$
In DCE imaging, the $R_1$ of the blood pool is made time dependent by IV injection of a CA bolus. The relaxation rate in homogeneous systems is known to be proportional to the concentration of CA as expressed by

$$R_1 = R_{10} + r_1 C(t)$$

where $R_{10} (=1/T_{10})$ is the relaxation rate in the absence of the CA, $C(t)$ is the time-dependent concentration of the CA and $r_1$ is a constant for a given CA known as the relaxivity. A combination of equations [2] and [3] allows for the determination of the time-dependent concentration of the CA if the parameters $A$, $R_{10}$, and $r_1$ are known.

The value of $R_{10}$ was determined in the TOMROP study. The read pulses in the TOMROP sequence were assumed to have no effect on the axial magnetization of LV blood because most of the blood in the LV is replaced between consecutive read pulses (4 heartbeats). The ejection fraction of the mouse LV under the conditions used in this study has previously been shown to be approximately 65%–75% (15). At this rate the residual blood in the LV after four heartbeats that has “seen” the previous read pulse is $\leq 1.5\%$ of the total LV volume. Consequently, any saturating effect of the consecutive read pulses can be ignored. The signal intensity of each pixel in the TOMROP images was fit to an exponential recovery using a nonlinear least squares method developed in the interactive data language (IDL) environment (Research Systems, Inc., Boulder, CO) for this purpose. The mean value in an ROI placed at the center of the LV lumen in the resulting $T_{10}$ map was used to generate the value of $R_{10}$ to be used for the analysis of the dynamic data.

The ROI used to determine the $R_{10}$ value was also used to extract mean signal intensities from the dynamic image series. The value of the proportionality constant, $A$, was determined by substitution of the signal intensity before CA arrival and the previously determined $R_{10}$ value into equation [1]. The resulting $R_1(t)$ data from blood was converted to CA blood concentration, $C_b(t)$, using Eq. [3], and then to plasma concentration via the relation $C_p(t) = C_b(t)/(1-Hct)$ where $Hct$ is the hematocrit. The literature values for $r_1 = 4.0$ (16) and $Hct = 0.5$ were assumed in the analysis.

The decaying component AIF was fit to a bi-exponential decay of the form

$$C_p(t) = a_f \exp\{(t-t_0)k_f\} + a_s \exp\{(t-t_0)k_s\}$$

as suggested by Tofts et al. (3) to facilitate a comparison between different AIF measurements. The subscripts $f$ and $s$ in the above relation identify the fast and slow components of the decay, respectively. The variables $a_i$ and $k_i$ are the amplitudes and decay rates for the $i$ component, respectively, and $t_0$ is the time corresponding to the maximum in the $C_p$ curve. Only data for time $t \geq t_0$ were used in the analysis. A non-linear least squares analysis similar to that used in the generation of the $T_1$ maps was used to fit the AIF.

**RESULTS**

A typical image from the TOMROP protocol is depicted in Figure 1a. This is the last image in the inversion
recovery series and as such it shows $T_1$ weighting. The image has good s/n and the resolution is sufficient to resolve the ventricles. There is no evidence of cardiac motion or artifacts due to turbulent flow of blood within the LV. All of these factors are indicative of accurate and reliable ECG gating. A ROI was selected in the central region of the LV and the mean signal over this ROI is plotted in Figure 1b as a function of inversion recovery time for the entire TOMROP series. Clearly the full recovery of the axial magnetization is well sampled by the protocol. The solid line in the figure is the least squares three-parameter fit of the experimental data. The quality of the fit is very good over the entire recovery path and there are no systematic errors evident. These observations suggest an accurate and reliable $T_1$ estimation.

The calculated $T_{10}$ map generated from this data is shown in Figure 2 where the units of the gray scale in the figure are seconds. As is evident in the figure the $T_1$ of the blood in the ventricles is slightly higher than that of myocardium. The relaxation times of ventricular blood measured in the present study ranged from 1.70 to 1.85 seconds.

A series of images from a DCE study is shown in Figure 3. The images show heavy $T_1$ weighting and the blood in the ventricles appears hyper-intense. The spatial resolution is limited by the need for high temporal resolution in the AIF data and the need to freeze cardiac motion. The images shown in the figure were generated with only 16 lines of phase encoding as described above. Though poor, the spatial resolution is sufficient to resolve the boundaries of the LV wall.

The time between acquisitions of each frame shown in the figure is approximately 2 seconds. The tail vein injection occurred during the acquisition of the third frame in the figure. The bolus arrives in the LV approximate 6 seconds after completion of the injection as evidenced by the sharp increase in signal intensity in the LV. The rise to maximum intensity in the LV is very rapid, occurring in a period of time comparable to the temporal resolution of the protocol. The decay following the maximum intensity is more gradual and hardly perceptible in the image series.

The mean signal intensity in an ROI placed in the LV blood pool was used to calculate the time-dependent concentration of CA in the plasma, $C_p$, which is plotted as a function of time in Figure 4. A relatively small ROI centrally located in the LV was selected for this analysis to avoid partial volume averaging near the LV boundaries in the low-resolution images. The plot has the same general form as previously reported AIFs. The $C_p$ is initially zero and increases sharply on the arrival of the bolus in the LV. The temporal resolution of the DCE protocol is such that this transition is sampled by only one or two points. The rapid increase is followed by a gradual two-component decay. In some cases, a spike is observed in the AIF approximately 10–15 seconds after the initial increase in $C_p$ due to recirculation of the bolus front. This spike is not evident in the data shown in the figure.

The solid line shown in the figure is the result of a least squares fit of the data to equation [4]. The overall fit is good; however some systematic error is evident particularly in the transition region between the fast and slow components of the decay. This error suggests a limitation in the model used to derive equation [4], which ignores the contribution of recirculation effects. Other functional forms have been used to model the AIF and often provide better fits. However these forms generally have no theoretical basis and as such the resulting parameters cannot be related to physiology. These models have therefore been avoided in the present analysis.

The DCE protocol was applied to 4 animals and the parameters from fitting of the AIF and $T_1$ measurements are summarized in the Table. Also shown in the table are the mean values and standard deviations for each of the parameters listed. It is evident in the table that the pre-CA relaxation time for blood is relatively consistent within this small group of animals. However, significant inter-animal variability is evident in the parameter values listed in the table.
This inter-subject variability is consistent with previous AIF measurements in humans (5). This variability suggests that the AIF should be measured for each subject rather than assuming a simple functional form for all subjects as is often done in DCE studies.

The slowly decaying component in equation [4] can be roughly identified with the clearance of the contrast agent by the renal system. The parameter $a_s$ is thus an approximation of the concentration of the CA in the plasma after it has been distributed in the animal. Dilution of the bolus delivered in this study into a blood volume that is reasonable for the animal under study, 2 mL, yields a concentration of 0.5 mM. This is the CA concentration that would be observed if it all remained in the plasma and as such represents an upper limit for the value of $a_s$. The lower limit for this parameter is the concentration of the bolus when it is evenly distributed throughout the body of an animal. Assuming a body volume of 25 mL yields a value of 0.04 mM for the lower limit. All of the values for $a_s$ listed in the table fall in the upper range of these limits.

An approximate value for the $a_s$ parameter is given by calculating the concentration of bolus when it is diluted into the volume accessible to the CA. The CA is known to enter the interstitial space but not enter the cells. The CA therefore has access to only approximately 30% (v/w) (blood = 10%, extra-cellular extra-vascular space = 20%) of animal body weight. Dilution of the bolus into a volume of 30% of the body volume yields an approximate value of $a_s = 0.13$ mM. The values listed in the table are remarkably consistent with this very crude estimate.

The decay rate for the slow component in the AIF is qualitatively related to the half-life of the CA in the animal. The literature provided by the vendor for the CA indicates that the elimination half-life in humans is 77.8 minutes. The half-life of GdDTPA in rats has been reported to be 20 minutes (22). These data translate into decay rates of $k_s = 0.21 \times 10^{-3}$ s$^{-1}$ and $0.83 \times 10^{-3}$ s$^{-1}$ for humans and rats, respectively. Extrapolation of these data based on animal weight suggests a decay rate of approximately $3 \times 10^{-3}$ s$^{-1}$ in mice. The values listed in the table are of the correct order of magnitude but are slightly lower than expected based on the above analysis. This difference may suggest a slower than projected renal excretion of CA in mice or may be due to the limited number of animals used in the present study.

**DISCUSSION**

We have shown a method for estimating the AIF for Gadodiamide in mice by observation of signal intensity changes in the blood pool of the LV during the first pass of a bolus of CA. This method can be incorporated into DCE perfusion studies for tissues that can be visualized in the short-axis cardiac image for simultaneous acquisition of the AIF and tissue perfusion data (21). The spatial resolution of the method is poor but sufficient to allow for accurate quantification of the AIF. The spatial resolution of rapid cardiac images can be significantly improved by application of keyhole filling techniques (17) to the low-resolution images. However this approach was found
to have an unpredictable impact on the signal intensity of the LV blood and therefore was not used in the AIF analysis. A more viable approach to increasing the resolution of the proposed method is the application of parallel imaging techniques, i.e., SMASH (18,19) and SENSE (20).

These techniques offer potential improvements in the spatial resolution by a factor of 2–4 with no loss in the temporal resolution. The development of parallel acquisition methods in DCE imaging of mouse models is the subject of ongoing development. The proposed method has been applied to 4 mice and the decaying portion of the AIF has been fit to a bi-exponential decay. The slow component of this decay is known to be qualitatively related to the clearance of the CA by the renal system. The parameters for the slowly decaying component of the AIF generated in the present study were found to be consistent with estimates of these parameters based on the volume available to the CA in the animals and the known half-life of the CA.

The results from the limited number of animals studied here indicate that there is considerable inter-animal variability in the precise form of the AIF. This observation suggests that use of a general model for the AIF, as is frequently done in DCE studies in mice, will lead to significant errors in the estimation of the perfusion parameters. Direct measurement of the AIF using a method similar to that proposed in the present article should therefore be performed to avoid such errors.

### Table 1

Dynamic contrast enhanced MRI protocol and the parameters from fitting of the AIF and $T_1$ measurements as applied to 4 animals

<table>
<thead>
<tr>
<th></th>
<th>$T_1$ (s)</th>
<th>$a_1$ (mM)</th>
<th>$k_1$ (s$^{-1}$)</th>
<th>$a_2$ (mM)</th>
<th>$k_2 \times 10^3$ (s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mouse 1</td>
<td>1.80</td>
<td>0.19</td>
<td>0.027</td>
<td>0.080</td>
<td>0.36</td>
</tr>
<tr>
<td>Mouse 2</td>
<td>1.85</td>
<td>0.15</td>
<td>0.11</td>
<td>0.050</td>
<td>2.2</td>
</tr>
<tr>
<td>Mouse 3</td>
<td>1.70</td>
<td>0.25</td>
<td>0.10</td>
<td>0.17</td>
<td>1.0</td>
</tr>
<tr>
<td>Mouse 4</td>
<td>1.78</td>
<td>0.16</td>
<td>0.04</td>
<td>0.10</td>
<td>0.66</td>
</tr>
<tr>
<td>Mean ± S.D.</td>
<td>1.78 ± 0.06</td>
<td>0.19 ± 0.04</td>
<td>0.069 ± 0.042</td>
<td>0.10 ± 0.056</td>
<td>1.05 ± 0.81</td>
</tr>
</tbody>
</table>


