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Positron Emission Tomography: A Review of Basic Principles,
Scanner Design and Performance, and Current Systems
Pat Zanzonico
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INCE THE INCEPTION of positron emission
tomography (PET) several decades ago, PET

canner design and performance have improved
ramatically. The number of detector elements has
ncreased from �20 to �20,000 and the axial field
f view from �2 to � 20 cm, the spatial resolution
as improved from �25 to �5 mm, and the
ensitivity has increased �1000-fold.1,2 At the
ame time, the clinical applications of PET have
rown dramatically as well.3-5 The current article
eviews the technical basis of the remarkable
dvance of this modality—the underlying princi-
les of PET and the basic design and performance
haracteristics of PET scanners—emphasizing
edicated “full-ring” devices and including multi-
odality (ie, PET-CT) and special-purpose (ie,

mall-animal) devices.

PHYSICAL BASIS OF PET AND PET “EVENTS”

PET is based on the annihilation coincidence
etection (ACD) of the two colinear 511-keV
-rays resulting from the mutual annihilation of a
ositron and a negatron, its antiparticle (Fig 1).
ositron-negatron annihilation occurs at the end of

he positron range, when the positron has dissi-
ated all of its kinetic energy and both the positron
nd negatron are essentially at rest. The total
ositron and negatron energy is therefore 1.22
eV, the sum of their equal rest mass energies

Eo � 511, keV � 0.511 MeV), and their total
omentum (a vector, or signed, quantity) is zero.
ccordingly, to conserve energy and momentum,

he total energy of the two annihilation �-rays must
qual 1.22 MeV and their total momentum zero.
wo equal-energy (511-keV) annihilation �-rays

raveling in opposite directions, corresponding to
qual-magnitude, opposite-sign (positive and neg-
tive) momenta, are therefore emitted.

In the parlance of ACD, each of the two anni-
ilation photons is referred to as a “single” and the
otal count rate (counts per second (cps)) for the
ndividual annihilation photons is called the “sin-
les count rate” (Fig 1). Only when signals from
he two coincidence detectors simultaneously trig-
er the coincidence circuit is an output, a “true
oincidence event” (“true”), generated by this cir-
uit. The volume between the opposed coincidence

etectors (the shaded area in Fig 1) is referred to as

eminars in Nuclear Medicine, Vol XXXIV, No 2 (April), 2004: pp 87-1
“line of response (LOR).” LORs are thus defined
lectronically, and an important advantage of ACD
s that absorptive collimation is not required. As a
esult, the sensitivity (measured count rate per unit
ctivity) of PET is much higher (two to three
rders of magnitude higher) than that of Anger
amera imaging.6 Not every annihilation yields a
ounted event, however, because both annihilation
hotons must strike the coincident detectors for an
vent to be counted. As a result, the singles count
ate in PET is typically much higher than the trues
ount rate.

The 511 keV-in-energy and the simultaneity-of-
etection requirements for counting of a true coin-
idence event are not absolute. Scintillation detec-
ors typically have a rather coarse energy
esolution—up to �30% (expressed as the percent
ull-width half-maximum of the 511-keV photo-
eak)—and therefore photons within a broad en-
rgy range (eg, 250 to 650 keV) can be counted as
alid annihilation �-rays.7 Compton-scattered an-
ihilation �-rays and scattered and unscattered
onannihilation photons may therefore be in-
luded, producing spurious or mispositioned coin-
idence events.

Each detected photon (single) is time-stamped
�1 ns � 1 � 10�9 s), and a true coincidence
vent is defined as a pair of annihilation photons
ounted by the coincidence detectors within a time
nterval called the “coincidence timing window �,”
ypically 6 to 12 ns. Such a finite timing window is
ecessitated by several considerations. First, de-
ending on the exact position of the positron-
egatron annihilation, the annihilation photons
each the detectors at slightly different times.
owever, because these photons travel at the speed
f light (c � 3 � 1010 cm/s), this effect is very
mall. Second, the transit and processing of the
ignal pulses through the detector circuitry is rapid
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88 PAT ZANZONICO
ut not instantaneous. Third, the light signal emit-
ed by the scintillation detectors used in PET is
mitted not instantaneously but over a finite time
nterval, called the “scintillation decay time,” of
he order of 10 to 100 ns.

In addition to the true coincidence events (Figs 1
nd 2A), a number of other types of events occur in
ET, events that degrade quantitative accuracy as
ell as image quality. Random or accidental coin-

idence events (“randoms”) occur when annihila-
ion �-rays from two separate positron-negatron
nnihilations are detected in two different detectors
ithin the coincidence timing window � (Fig 2B).
andoms thus increase the detected coincidence
ount rate by contributing spuriously placed coin-
idence events. Because the total activity-contain-
ng volume is typically much greater than the LOR,
andom coincidences are common and the randoms
ount rate may actually exceed the trues count rate.
linically, the ratio of the randoms-to-true count

ates range from 0.1 to 0.2 for brain imaging to
reater than 1 for whole-body imaging.6

The randoms count rate is actually proportional
o the product of the singles count rate and there-
ore the square of the activity present6:

Ċrandoms � 2�Ċ1Ċ2 (1)

Fig 1. The basic principle of ACD. An event is counted on

imultaneously, that is, within a time interval corresponding to

OR corresponds to the volume between and defined by the c
˙

2 are the singles count rates recorded by detectors 1 and 2,
a

here Ċrandoms � the randoms count rate (cps),
� the coincidence timing window (sec), and Ċ1

nd Ċ2 � the detector 1 and detector 2 singles
ount rates (cps), respectively (Fig 1). Importantly,
ecause the trues count rate is only linearly pro-
ortional to the activity, the ratio of the randoms-
o-trues count rates increases linearly with activity.
herefore, imaging times cannot be reduced sim-
ly by using higher and higher administered activ-
ties, as the randoms count rate will increase more
apidly than the trues count rate and at some point
rohibitively degrade image quality. By using
bsorptive septa to restrict the activity-containing
egion sampled by coincidence detectors to a
olume defined by the cross-sectional area of the
etectors—as in two-dimensional (2D) PET (see
elow)—the randoms-to-true count rate ratio can
e reduced substantially. By using “faster” detec-
ors and therefore shorter coincidence timing win-
ows, the randoms-to-true count rate can be re-
uced further (see below).
Annihilation �-rays traveling out of an LOR
ay undergo Compton scatter and be re-directed

ack into the LOR (Fig 2C). The scattered photon
ay, however, retain sufficient energy to fall
ithin the energy window set for the 511-keV

n each of the two 511-keV annihilation �-rays are detected

incidence timing window �, by the two detectors. The shaded

ctional area of the coincidence detectors 1 and 2 and Ċ1 and

tively.
ly whe

the co

ross-se

respec
nnihilation �-rays and produce a coincidence
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89PET PRINCIPLES AND TECHNOLOGY
vent. Such scatter coincidences (“scatter”) result
n mispositioned events. The scatter count rate as
ell as the trues count rate are proportional to the

ctivity present and therefore the scatter-to-trues
ount rate ratio is independent of activity.6 Be-
ause trues and scatter each result from single
nnihilation events, the scatter-to-trues count rate
atio is likewise independent of the coincidence
iming window. On the other hand, interdetector
epta used in 2D PET (See below.) reduce the
catter count rate considerably.

Many positron-emitting radioisotopes also emit
ignificant numbers of high-energy prompt �-rays,
nd such �-rays may be in cascade with each other
r with the positrons.8,9 These can result in spuri-

Fig 2. The various events associated with ACD of posit

oincidence detectors and assuming only one opposed pair

ounted only when each of the two 511-keV annihilation �-ra

re detected within the timing window � of the two coinciden

n inappropriately detected and positioned coincidence (the

-ray from each of the two annihilations detected within the

oincidence (“scatter”) is a mispositioned coincidence (the da

ndergoing a small-angle Compton scatter but retaining suffic

oincidence is an inappropriately detected and positioned co

ascade �-ray, scattered or unscattered but having suffici

oincidences occur only for radionuclides which emit both po
us coincidences which are spatially uncorrelated p
ut nonetheless counted as true events (Fig
D).10,11 Although such coincidences degrade
verall quality and quantitative accuracy, isotopes
uch as have copper-62, gallium-66, gallium-68,
romine-75, rubidium-82, yttrium-86, and iodine-
24, nonetheless been used effectively in PET.10,11

able 1 includes, for selected positron emitters, the
nergy and abundance of �- (and x-) rays with
ufficient energy (ie, greater than 250 keV) to fall
ithin the 511-keV energy windows typically used

o count annihilation �-rays in PET. Besides the
-ray energies and abundance, Table 1 includes
ther pertinent properties of positron emitters such
s the physical half-life (T1/2), the branching ratio
ie, the percentage of total decays resulting in

itting radionuclides, illustrated for two opposed banks of

ctors are in coincidence. (A) A true coincidence (“true”) is

single positron-negatron annihilation are not scattered and

ectors. (B) A random or accidental coincidence (“random”) is

line) that arises from two separate annihilations, with one

window � of the coincidence-detector pair. (C) A scattered

e) resulting from a single annihilation, with one of the �-rays

ergy to fall within the 511-keV energy window. (D) A spurious

ce (the dashed line) which arises from an annihilation and a

rgy to fall within the 511-keV energy window. Spurious

and prompt cascade �-ray(s).
ron-em

of dete

ys for a

ce det

dashed

timing

shed lin

ient en

inciden

ent ene

sitron
ositron emission instead of electron capture), the
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90 PAT ZANZONICO
aximum positron energies (Emax), the maximum
xtrapolated range (Rmax), the root-mean-square
rms) positron range (Rrms), and the method of
roduction.

PET DETECTORS AND DETECTOR
CONFIGURATIONS

etector Materials

To date, only four detector materials—all inor-
anic scintillators—have been widely used in PET
canners: thallium-doped sodium iodide (NaI(Tl)),
ismuth germanate (BGO), cerium-doped lutetium
xyorthosilicate (LSO(Ce) or simply LSO), and
erium-doped gadolinium oxyorthosilicate (GSO(Ce)
r simply GSO) (Table 2).7,12,13

The most important practical features of scintil-
ation detectors include high mass density (�) and
ffective atomic number (Zeff), high light output,
nd speed (Table 2). A high mass number and high
ffective atomic number maximize the crystal
topping power (ie, linear attenuation coefficient
) and therefore the detection of radiations. In
ddition, a higher-atomic number crystal will have
higher proportion of photoelectric than Compton

nteractions,7 facilitating energy discrimination of
cattered photons. High light output reduces statis-
ical uncertainty (noise) in the scintillation and
ssociated electronic signal and thus improves
nergy resolution and scatter rejection. A fast
rystal (ie, a crystal with a short scintillation decay
ime) allows the use of a narrow coincidence
iming window, �, reducing the randoms count
ate. Other detector considerations include: trans-

Table 1. Physical Properties of Posit

Radionuclide
Physical Half-

life T1/2

Branching
Ratio

Maximum ��

Energy (MeV)

�� R

Re (re

Carbon-11 20.4 min 99% 0.96 3
Nitrogen-13 9.96 min 100% 1.2 5
Oxygen-15 2.05 min 100% 1.7 8
Fluorine-18 1.83 h 97% 0.64 2
Copper-62 9.74 min 98% 2.9 15
Copper-64 12.7 h 19% 0.58 2
Gallium-66 9.49 h 56% 3.8 20
Gallium-68 1.14 h 88% 1.9 9

Bromine-76 16.1 h 54% 3.7 19
Rubidium-82 1.3 min 95% 3.4 18

Yttrium-86 14.7 h 32% 1.4 6
Iodine-124 4.18 d 22% 1.5 7
arency of the crystal to its own scintillations (ie, m
inimal self-absorption); matching of the index of
efraction (�) of the crystal to that of the photode-
ector (specifically, the entrance window [� � 1.5]
f a photomultiplier tube [PMT]); matching of the
cintillation wavelength to the light response of the
hotodetector (the PMT photocathode, with maxi-
um sensitivity in the 390-410 nm, or blue,
avelength range); and minimal hygroscopic be-
avior.7

NaI(Tl) crystals were used in the original PET
canners. Higher-density and -effective atomic ma-
erials, such as BGO, LSO, and GSO, have
merged as the detectors of choice for PET be-
ause of their greater stopping power for 511-keV
nnihilation �-rays (Table 2). Note, for example,
hat the attenuation length for 511-keV �-rays is at
east twice as long in NaI(Tl) as in BGO, GSO, or
SO. Among the latter three materials, GSO and
SO have a faster light output—nearly 10-fold

aster—than BGO, with LSO having a much greater
ight output—approximately 3-fold greater—than
ither BGO or GSO. GSO has somewhat better
nergy resolution, and scatter rejection capability,
han either BGO or LSO.

A notable disadvantage of LSO is the presence
f a naturally-occurring long-lived radioisotope of
utetium, lutetium-177.7 Lutetium-177 has an iso-
opic abundance of 2.6% and a half-life of �4 �
010 years and emits two prompt �-rays (88%
bundance) of 201 and 306 keV in energy; the
ummed energy of 507 keV falls well within the
11-keV energy windows commonly used in PET
canners. The presence of lutetium-177 results in a

3

itting Radionuclides Used in PET8,9

Water (mm) x- and �-rays �0.25 MeV

ProductionRrms (ref. 24) Energy (MeV) Abundance

0.4 N/A 0% Cyclotron
0.6 N/A 0% Cyclotron
0.9 N/A 0% Cyclotron
0.2 N/A 0% Cyclotron
1.6 0.876-1.17 0.5% Generator (Zinc-62)
0.2 N/A 0% Cyclotron
3.3 0.834-4.81 73% Cyclotron
1.2 1.08-1.88 3.1% Generator

(Germanium-68)
3.2 0.473-3.60 146% Cyclotron
2.6 0.777 13% Generator

(Strontium-82)
0.7 0.440-1,920 240% Cyclotron
0.8 0.603-1,690 23% Cyclotron
ron-Em

ange in

f. 75)

.9

.1

.0

.3

.0

.0

.0

.0
easured background count rate of 240 cps/cm of
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91PET PRINCIPLES AND TECHNOLOGY
SO14 and singles and trues count rates of 100,000
nd 10,000 cps, respectively, in clinical LSO PET
canners. Although the former has a negligible
ffect on typical emission scans, the latter would
ignificantly increase the statistical uncertainty
noise) in single-photon transmission scans (eg,
ith cesium-137) used for attenuation correction.7

etector Configurations

Most commonly in dedicated PET scanners,
etectors are arranged in rings or polygonal arrays
f discrete, small-area detectors completely encir-
ling the patient (Figs 3A–C). In such systems,
ulti-coincidence fanbeam detection is used, with

ach detector element operated in coincidence with
ultiple opposed detector elements. For a ring

omprised of N detector elements, a total of N/4 to
/2 fanbeams is acquired. In rings, each element is

ypically in coincidence with about half of the total
etectors in the ring and in polygonal arrays with
he opposed detector bank. PET systems with only
artial detector rings are less expensive but require
otation of the detector assembly about the longi-
udinal axis of the patient to complete acquisition
f the projection data (Fig 3B). In addition, con-
inuous, large-area detectors, such as those found
n multi-head Anger camera systems and used for
ingle-photon emission computed tomography
SPECT), have now been appropriately modified
nd are used for coincidence imaging of positron
mitters (Fig 3D). With two or even three such
etectors, rotation (180 or 120°, respectively) is
equired for complete angular sampling. Alterna-
ively, large-area detectors may be arranged in a
olygon (if flat) or in a circle (if curved) com-
letely encircling the patient (Fig 3E and F); such
ystems have been manufactured using GSO as
ell as NaI(Tl).
Technical performance improves but cost in-

reases as one progresses from dual-head coinci-
ence Anger cameras at the low end to partial rings
o polygonal arrays to multiple full rings at the
igh end—multiple rings being the prevailing con-
guration among current dedicated PET scanners.2

linical performance, specifically, lesion detect-
bility improves as well, as demonstrated in a
tudy by Kadrmas and Christian15 using a realistic
hole-body anthropomorphic phantom with mul-

iple focal lesions with clinically realistic dimen-
ions and lesion-to-background activity concentra-

ion ratios. Lesion detectability was clearly best
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92 PAT ZANZONICO
mong the multiple-ring systems and poorest
mong coincidence Anger camera systems, with
he most pronounced differences for the smallest
esions (Fig 4).

Early PET detectors consisted of a single scin-
illation crystal backed by a single PMT, with the
ross-sectional dimensions of the crystal defining
he coincidence LOR and thus intrinsic (ie, crystal)
patial resolution. To improve spatial resolution,
herefore, greater numbers of smaller crystals are
equired. Thus, the practically achievable miniatur-
zation of PMTs and associated electronics and the
ost of large numbers of detectors, PMTs, etc,
epresenting well over half of the costs of PET
canners,16 limit intrinsic resolution. The block
etector1,2,17 was an ingenious solution to this
imitation.

A block detector consists of a large cubic piece
f scintillator (2 � 2 to 3 � 3 cm in cross section
y 2 to 3 cm in depth) partially cut, or scored,
epth-wise into a rectangular array of detector
lements (Fig 5A). The cuts are filled with reflec-
ive material to optically isolate the detector ele-
ents from one another and to maximize light

ollection efficiency by the PMTs backing the
cintillator. Crystal elements with a somewhat

Fig 3. PET scanner detector configurations. (A) Multiple fu

lements. (B) Multiple partial rings of detector blocks compris

anks comprised of small-area detector elements. (D) Oppose

f large-area detectors. (F) Circular arrangement of six large-

sed in detector rings and arrays of small-area detectors.

arallel-beam data. Adapted from Cherry et al6 with permissi
maller cross-section improve spatial resolution— 8
ut only to a certain point. As the cross-section of
etector elements is reduced and the number of
lements increased, the number of cuts and there-
ore the fraction of the scintillator face occupied by
he filling material increase. As a result, the detec-
or element packing fraction (ie, the fraction of the
cintillator face occupied by scintillation material)
nd therefore the intrinsic sensitivity decrease.

The depth of the cuts into the crystal is not
niform but increases from approximately half the
hickness at the center to nearly the full thickness
t the edge of each side of the scintillator (Fig 5A);
he actual depths of the cuts are determined empir-
cally to yield a spatially linear distribution of light
mong the four PMTs—in a 2 � 2 array—backing
he scintillator. The position at which the annihi-
ation �-ray strikes the scintillator is then deter-
ined by Anger arithmetic. The response of the

lock detector is not uniform (Fig 5B). Rather,
ecorded events are clustered at points correspond-
ng to the individual detector elements and then
ssigned to a specific element in the two-dimen-
ional array using a look-up table derived by
niform irradiation of the scintillator. The major
dvantage of the block detector is that it allows an
rray of many small detector elements (typically

of detector blocks comprised of discrete, small-area detector

all-area detector elements. (C) Hexagonal array of detectors

-area detectors such as Anger cameras. (E) Hexagonal array

urved detectors. Inset: Multi-coincidence fanbeam detection

nbeam transverse sampling data are generally treated as
ll rings

ed of sm

d large

area, c

Such fa

on.
� 8 � 64) to be spatially encoded using only
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93PET PRINCIPLES AND TECHNOLOGY
our PMTs rather than one PMT per element,
ielding high spatial resolution while minimizing
osts.

In modern ring-detector PET scanners (Table
),7,16 there are typically three to four rings of 100
o 200 block detectors each. There are about 6 to 8
uts per block detector, yielding an array of 6 �
� 36 to 8 � 8 � 64 elements 4 � 4 to 6 � 6 mm

ach. Overall, therefore, there are a total of 10,000
o 20,000 detector elements. Ring diameters range

Fig 4. Comparative coronal im-

ges, obtained with seven commer-

ially available systems, of a whole-

ody anthropomorphic phantom

ith 27 focal lesions filled with the

ositron-emitter sodium-22. The le-

ions were lucite spheres of inner

iameters 7, 8, 12, and 16 mm and

olumes 0.17, 0.27, 0.91, and 2.10

L, respectively, and were filled

ith activity concentrations 4, 6, 10,

nd 16 times that in the background

oft tissues. The total activity in the

hantom at the start of each scan

as 3 mCi. The systems evaluated

ncluded: three BGO dedicated full-

ing PET scanners, the Advance

General Electric), the ECAT EXACT

R� (Siemens-CTI, Knoxville, TN),

nd the ECAT EXACT HR961 (Sie-

ens-CTI); a NaI(Tl) dedicated PET

canner with six large-area curved

rystals, the C-PET (Philips-ADAC,

ilpitas, CA); two NaI(Tl) hybrid

ET-SPECT scanners with two An-

er cameras, the Irix (Marconi Med-

cal Systems, Cleveland, OH) and

he Vertex MCD (Philips-ADAC);

nd a NaI(Tl) hybrid PET-SPECT

canner with three Anger cameras,

he Axis (Marconi Medical Systems).

ata were processed using the

anufacturer-supplied software with

anufacturer-suggested default pro-

essing parameters. Lesion detect-

bility performance was clearly best

mong the BGO systems and poor-

st among the hybrid PET-SPECT

ystems. Reproduced from Kadrmas

nd Christian15 with permission.
rom 80 to 90 cm, the patient ports and transaxial o
elds of view from 50 to 70 cm, and the axial (or
ongitudinal) fields of view from 20 to 30 cm,
ypically yielding about 50 transaxial image planes
ach 2 to 4 mm thick.

An important refinement of the block detector is
quadrant (or light) sharing,6” where a two-by-two
rray of four larger PMTs not only backs a single
cintillator block but each PMT in the array also
acks the corner of an adjacent block (Fig 5C).
his reduces the total number of PMTs by a factor

f four and thus reduces overall cost. Disadvan-
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94 PAT ZANZONICO
ages of quadrant sharing include higher deadtime
ount losses and more involved detector servicing
ecause of the nonmodular design.
A notable refinement of PET scintillators has

een the use of adjacent layers of two different
aterials with significantly different scintillation

ecay times (such as LSO and GSO, with decay
imes of approximately 40 and 60 nsec, respec-
ively); this is known as phoswich (Fig 5D).6

ased on the pulse shape of the scintillation signal,
he interaction of the annihilation �-ray can there-
ore be localized to one or the other half of the
hoswich detector. The resolution-degrading
epth-of-interaction effect is therefore reduced by

factor of two. However, the fabrication of
hoswich is more complex than that of single-
omponent detectors, and to date it has not been
idely used in commercial PET scanners.

Fig 5. (A) Diagram of a typical block detector composed of

2 � 2 array of PMTs. (B) “Uncorrected” block detector image

ith the recorded events clustered at points corresponding

tandard and in a quadrant-sharing block detector. In a stand

rystal. In a quadrant-sharing block detector, each PMT in the

iagram of a phoswich block detector, comprised of adjace

dapted from Cherry et al6 with permission. (Color version o
A recently developed alternative to the block P
etector is the pixelated detector matrix,6,16,18

herein individual small-area detectors elements
typically 4 � 6 mm in cross-section by 20 mm in
epth) are fixed onto a continuous light guide
acked by a close-packed array of PMTs (Fig 6).
ixelated detectors (PIXELAR™) are used in the
hilips-ADAC (Milpitas, CA) Allegro PET scan-
er and Gemini PET-CT scanners.

wo-Dimensional (2D) Versus Three-
imensional (3D) Data Acquisition

PET ring scanners originally employed lead or
ungsten walls, or septa, positioned between and
xtending radially inward from the detector ele-
ents (Figs 7A–C). The Advance PET scanner

General Electric Medical Systems, Milwaukee,
I), for example, uses tungsten septa 1 mm thick

nd 12 cm long. In this approach, known as 2D

ally and variably scored scintillator crystal (photo) coupled to

iform radiation source. The detector response is nonuniform,

individual detector elements. (C) Arrangement of PMTs in a

ck detector, a 2 � 2 array of PMTs backs a single scintillator

rray backs the corners (or quadrants) in adjacent crystals. (D)

rs of two materials with different scintillation decay times.

is available online.)
a parti

of a un

to the

ard blo

2 � 2 a

nt laye
ET, these interring annular septa define plane-by-
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95PET PRINCIPLES AND TECHNOLOGY
lane LORs and largely eliminate out-of-plane
nnihilation �-rays. By minimizing the contribu-
ion of out-of-plane randoms and scatter, image
uality is optimized, especially for large-volume
ources (ie, as in whole-body PET). However, 2D
ET also eliminates most trues and thus reduces
ensitivity considerably. Typically, both “direct”
nd “cross” image planes are reconstructed from
ORs within the same detector ring (correspond-

ng to a so-called “ring difference (	)” of 0) and
etween two adjacent detector rings (ring differ-
nce of � 1), respectively. In the EXACT HR �
D (Siemens-CTI) PET scanner, for example, 32
etector rings span an axial field of view (FOV) of
5.5 cm, yielding a total of 63 contiguous image
lanes comprised of 32 direct and 31 cross planes;
n general, a scanner with n rings of detector
lements yields a total of (2n � 1) image planes.
he cross-planes lie halfway between the direct
lanes defined by detector elements and, concep-
ually, can be assigned to a “virtual” ring of
etectors lying midway between two adjacent de-
ector rings. Because the cross-plane images result
rom two LORs and the direct-plane images from

Fig 6. The Pixelar™ (Philips-ADAC) pixelated GSO detect

nto a continuous light guide backed by a close-packed array
nly one, the cross-plane image sensitivity is about c
wice that of the direct-plane images (Figs 5A–C).
his results, in an uncorrected PET study of a
niform volume source, in alternating lower-count
nd higher-count transverse section images. In the
ewer 2D PET systems, LORs among as many as
hree adjacent rings, corresponding to a ring dif-
erence of � 3, are used to improve sensitivity.
ncreasing the ring difference does, however, de-
rade spatial resolution somewhat.
Sensitivity can be increased substantially by

emoving the septa altogether and including coin-
idence events from all of the LORs among all the
etectors (Fig 7D)—a system with �10,000 detec-
or elements has approximately 100 million LORs.
his is known as three-dimensional (3D) PET,19

nd is widely used among state-of-the-art PET
canners. (“Collimator-less” Anger camera-based
oincidence imaging of positron emitters is inher-
ntly 3D.) Sensitivity is increased approximately
vefold in 3D relative to 2D PET—but with a
onsiderable increase in the randoms and scatter
ount rates. Clinically, the scatter-to-true count
ate ratios range from 0.2 (2D) to 0.5 (3D) in brain
nd from 0.4 (2D) to 2 (3D) in the whole body.6 To

prised of individual small-area detectors elements (A) fixed

Ts (B). (Color version of figure is available online.)
or, com
ompensate for the increase in scatter count rates,
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96 PAT ZANZONICO
etectors (such as GSO and LSO) with better
nergy resolution7 and accurate scatter-correction
lgorithms20 are required for 3D PET. And, to
inimize the increased randoms count rates and

eadtime count-rate losses, shorter coincidence
iming windows, and therefore faster detectors
such as GSO and LSO), are required. Data pro-
essing time, for 3D PET is about an order of
agnitude longer than for 2D PET.16,20

In contrast to the relatively uniform axial sensi-
ivity for 2D PET, the axial sensitivity profile for a
D PET scanner is triangular and peaked at the

Fig 7. 2D and 3D PET data acquisition schemes (axial cross

ensitivity profiles. (A–C) 2D data acquisition with a ring di

septa-less) data acquisition. The sensitivity profiles show the

OV. Adapted from Cherry et al6 with permission.
enter of the field of view (Fig 7D). Thus, whole- s
ody 3D PET studies require considerable overlap
f adjacent bed-position acquisitions—optimally,
ne-half of the axial FOVs16,20—to yield uniform
ensitivity over the resulting whole-body images.

In PET in general and 3D PET in particular, it is
mportant that the ends of the detector assembly
re adequately shielded to minimize the contribu-
ion of counts from activity outside the axial FOV.

PET PERFORMANCE

An extensive series of parameters have been
eveloped over the years to characterize PET

al views of a multi-ring scanner) and the corresponding axial

e � of 0 (direct planes only), 1, and 3, respectively. (D) 3D

iformity of response as a function of position along the axial
-section

fferenc

nonun
canner performance, and detailed data acquisition
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97PET PRINCIPLES AND TECHNOLOGY
nd analysis protocols have been promulgated for
his purpose.21-23 The discussion below, however,
ddresses only several key parameters—sensitiv-
ty, spatial resolution, and noise-equivalent count
ate.

patial Resolution

The overall spatial resolution (expressed as the
ull-width half-maximum [FWHM] of the line
pread function) of PET scanners results from a
ombination of physical and instrumentation fac-
ors. There are several important limitations im-
osed on resolution by the basic physics of
ositron-negatron annihilation (Fig 8). First, for a
iven radionuclide, positrons are emitted over a

Fig 8. Physical aspects of positron-negatron annihilation

istance before undergoing annihilation. The range-related blu

istance (ie, the range) rather than the total path length trave

qual to the root-mean-square (rms) range, Rrms.
24,25 In additio

nnihilation are not exactly colinear, that is, they are emitted

ay be calculated geometrically and depends on the separat
pectrum of initial kinetic energies ranging from 0 d
o a characteristic maximum, or endpoint, energy,

max; the associated average positron energy, E� , is
pproximately one-third of its endpoint energy,

� �
1

3
Emax. Positrons will therefore travel a finite

istance from the decaying nucleus ranging from 0
o a maximum called the extrapolated range, Re,
orresponding to its highest-energy positrons. For
ositron emitters used to date in PET, the maxi-
um energies (Emax) vary from 0.58 to 3.7 MeV,

he extrapolated ranges (Re) from 2 to 20 mm, and
he root-mean-square (rms) ranges (Rrms) from 0.2
o 3.3 mm (Table 1). Although the finite positron
ange acts to degrade spatial resolution,24 the
ange-related blurring is mitigated by the spectral

ir effects on PET spatial resolution. Positrons travel a finite

f PET images, FWHMRange, is determined by the perpendicular

the positron from the decaying nucleus and is approximately

511-keV annihilation �-rays resulting from positron-negatron

0.25° apart.26 The noncolinearity-related blurring, FWHM180°,

of the coincidence detectors.6
and the

rring o

led by

n, the

180 �

ion, D,
istribution of positron energies for a given radio-
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98 PAT ZANZONICO
sotope as well as the characteristically tortuous
ath positrons travel; these effects are reflected by
he fact the rms positron ranges are nearly 10-fold
horter than the extrapolated positron ranges
Table 1). The perpendicular distance the positron
ravels is thus considerably shorter than the actual
ath length it travels (Fig 8). The overall effect
f positron range on PET spatial resolution,
WHMrange, is illustrated quantitatively in Fig 9.
he positron range degrades spatial resolution by
nly �0.1 mm for fluorine-18 (Emax � 640 keV)
nd �0.5 mm for oxygen-15 (Emax � 1720 keV);25

hese values are much closer to the respective rms
ositron ranges, 0.2 and 0.9 mm, than to the
espective extrapolated positron ranges, 2.3 and
.0 mm.
The second physics-related limitation on PET

Fig 9. Effects of positron range on PET spatial resolution

uorine-18 (Emax � 640 keV) and oxygen-18 (Emax � 1720 ke

nnihilations for the higher-energy oxygen-18 positrons are

uorine-18 positrons. (B) A graphical representation of the re

onte Carlo simulation (100,000 histories): 1.03 mm and 4.14

evin and Hoffman25 with permission.
erformance is the noncolinearity of the two anni- b
ilation photons: because a positron actually has
ome small residual (nonzero) momentum and
inetic energy at the end of its range, the two
nnihilation photons are not emitted exactly back-
o-back (ie, 180° apart) but deviate from colinear-
ty by up to 0.25°.26 The noncolinearity related
lurring, FWHM180°, varies from �2 mm for an
0-cm diameter whole-body PET to �0.7 mm for
30-cm diameter brain PET to �0.3 mm for a

2-cm diameter small-animal PET (Fig 8).6

Among instrumentation-related determinants of
verall spatial resolution are the intrinsic detector
esolution and, for multi-detector ring PET scan-
ers, the depth-of-interaction effect. For discrete,
mall-area detectors, resolution is determined by

he detector width (w), increasing from
w

2
midway

he spatial dispersion of positron-negatron annihilations for

etermined by Monte Carlo simulation (10,000 histories). The

y more widely dispersed than those for the lower-energy

range-related blurring in PET, FWHMRange, as determined by

r fluorine-18 and oxygen-15, respectively. Reproduced from
. (A) T

V) as d

clearl

sulting

mm fo
etween opposed coincidence detectors to w at the
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99PET PRINCIPLES AND TECHNOLOGY
ace of either detector.6 For continuous, large-area
etectors with an empirically determined intrinsic
esolution of FWHMintrinsic, resolution increases

rom
FWHMintrinsic

�2
midway between the opposed

etectors to FWHMintrinsic at the face of either
etector.6

For PET systems using rings of discrete,
mall-area detectors, the depth of the detector
lements (2-3 cm) results in a degradation of
patial resolution termed the depth-of-interac-
ion (DOI) or parallax effect.6 With increasing
adial offset of a source from the center of a
etector ring, the effective detector width and,
ith it, the intrinsic resolution increase6 In
hole-body PET scanners, the detector depth is

ypically 2 to 3 cm (20 to 30 mm), the detector
idth about 4 mm, and the detector ring diam-

ter about 80 cm (800 mm) and the DOI effect
hus degrades spatial resolution by 50% at 10 cm
rom the center of the detector ring.

ensitivity

System sensitivity (the measured event rate per
nit activity) is determined by the combination of
eometric efficiency (the fraction of emitted radi-
tions striking the detector) and intrinsic efficiency
the fraction of radiations striking a detected which
re stopped in and counted by the detector). The
eometric efficiency is equivalent to the fractional
olid angle at the source subtended by the detector.
or a ring detector of depth d and diameter D and

gnoring the small interdetector area, the geometric
fficiency (g) decreases linearly from approxi-

ately
d

D
at the center to 0 at the end of the ring,

ielding an average geometric efficiency of
d

2D
.6

ased on the exponential attenuation of radiation,
he single-photon intrinsic efficiency (�) is given
y 1-e��d, where � is the linear attenuation coef-
cient (in cm) of the detector material for 511-keV
-rays and d is the thickness (in cm) of the
etector. For coincidence detection of the two
11-keV annihilation �-rays, the intrinsic effi-
iency is actually �.2 Because of the quadratic
ependency on intrinsic sensitivity for ACD, the
ifferential stopping power for 511-keV �-rays is
ccentuated: for BGO and LSO, �2 is nearly 50%
 s
reater than for GSO and nearly three-fold greater
han for NaI(Tl) (Table 2).

PET system sensitivities, for a point source at
he center of the FOV, range from 0.2 to 0.5%
74-185 cps/�Ci) for 2D scanners to 2 to 10%
740-1850 cps/�Ci) for 3D scanners.6 SPECT
ystem sensitivities, on the other hand, typically
ave 10- and 100-fold lower sensitivities than 2D
nd 3D PET scanners, respectively.

oise-Equivalent Count Rate (NECR)

The noise-equivalent count rate (NECR),22,23

efined as follows, is a particularly important
arameter of practical PET performance:

NECR 	
T2

T 
 S 
 R
(2)

here T, S, and R � the trues, scatter, and
andoms count rates, respectively. The maximum
ECR is thus the optimal count rate for a partic-
lar scanner. For 2D scanners, the interdetector
epta effectively reduce the contribution of the
catter and randoms count rates such that the
ECR is essentially equivalent to the trues rate.
hus, for 2D scanners, the NECR increases lin-
arly with activity and there is no optimal count
ate or activity (Fig 10). For 3D scanners, on the
ther hand, the trues and scatter count rates are
roportional to the activity while the randoms
ount rate is proportional to the square of the
ctivity. Thus, there exists a well-defined optimum
ctivity for 3D scanners (Fig 10). The faster the
etectors, and therefore the shorter the coincidence
iming window, the lower the randoms count rate
or a given activity and the higher the activity at
hich the maximum NECR occurs and the higher

he value of the maximum NECR. A “fast” 3D
SO scanner (coincidence timing window: �6 ns)
as a maximum NECR several-fold higher than
hat of a “slower” 3D BGO scanner (coincidence
iming window: �12 ns) (Fig 10). A fast 3D
canner allows the use of higher administered
ctivities and yields high “usable” count rates,
hort scan durations, and accelerated patient
hroughput. At clinical activities (eg, 185 MBq �
mCi to 370 MBq � 10 mCi of fluorine-18), even

slow” 3D scanners have substantially higher sen-

itivities and NECRs than 2D scanners.
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100 PAT ZANZONICO
DATA PROCESSING: NORMALIZATIONS AND
CORRECTIONS, IMAGE RECONSTRUCTION,

AND QUANTITATION

eadtime Correction

PET scanners have a finite deadtime and asso-
iated count losses. The deadtime is the length of
ime required for a counting system to fully pro-
ess and record an event, during which additional
vents cannot be recorded. As a result, the mea-
ured count rate is systematically lower than the
ctual count rate. Such count losses are significant,
owever, only at “high” count rates (ie, greater
han the inverse deadtime expressed in seconds).
or multi-detector ring PET systems, deadtime
ount losses are generally minimal at clinical
dministered activities. Nonetheless, a real-time
orrection for deadtime count losses is routinely
pplied to the measured count rates. Most com-
only, this is performed by scaling up the mea-

ured count rate, either per LOR or globally, based
n an empirically derived mathematical relation-

Fig 10. NECR curves, that is, noise-equivalent count ra

ulti-ring PET scanners, the Siemens-CTI (Knoxville, TN) HR�

ccel. A typical NECR curve (dashed line) for a 2D multi-ring P

ith permission.
hip between measured and true count rates. h
andoms Correction

Randoms increase the detected coincidence
ount rate by contributing spuriously placed coin-
idence events and thus reduce image contrast and
istort the relationship between image intensity
nd activity concentration. The standard approach
o randoms correction, the “delayed window”

ethod,27 is based on the fact that the random-
oincidence �-rays are temporally uncorrelated (ie,
ot simultaneously emitted). Briefly, once singles
n the coincidence timing window (typically 6-12
s) are detected, the number of singles in a timing
indow equal in duration to, but much later (�50
s later) than, the coincidence timing window are
etermined. The number of events in the delayed
iming window provides an estimate of the number
f randoms in the coincidence timing window.
eal-time subtraction of the delayed-window
ounts from the coincidence-window counts for
ach LOR thus corrects for randoms.

ormalization

Even optimally performing PET scanners ex-

CR)-versus-activity concentration curves for 2 BGO-based

ACT, and an LSO-based multi-ring scanner, the Siemens-CTI

ner is shown for comparison. Adapted from Tarantola et al16
te (NE

and EX

ET scan
ibit some nonuniformity of response. Among the
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101PET PRINCIPLES AND TECHNOLOGY
0,000 to 20,000 detector elements in a modern
ing scanner, slight variations among the detector
lements in thickness, light emission properties,
lectronics performance etc result in slightly dif-
erent LOR count rates for the same activity. In
rinciple, nonuniform response can be corrected by
cquiring data for a uniform flux of annihilation
-rays.6,20 If LORT is the total number of LORs
nd a total of NT events is acquired in the normal-
zation scan, the average number of counts per
OR, N� LOR, is simply:

N� LOR �
NT

LORT (3)

or the LOR between detectors i and j, LORij, with
easured number of events Nij, the normalization

actor NFij is:

NFij �
N� LOR

Nij
(4)

nd, for the scan of a patient, the normalized, or
orrected, number of events, C
ij, in this LOR is:

C
ij � NFijCij (5)

here Cij � the raw, or uncorrected, number of
vents in the LOR between detectors i and j.

The normalization scan can be performed using
positron-emitting rod source (eg, germanium-68)

panning the entire axial FOV and rotating it
round the periphery of the FOV, exposing the
etector pairs to a uniform photon flux per revolu-
ion. Alternatively, a uniform cylinder of a
ositron-emitting radionuclide can be scanned and
he data thus acquired analytically corrected for
ttenuation; for a well-defined geometry such as a
niform cylindrical source, this correction is
traightforward. However, for 3D PET, the contri-
ution of, and correction for, scatter with such a
arge-volume source are nontrivial. In practice,
ither approach is somewhat problematic because
f statistical considerations. With approximately
0,000 (104) detector elements and 100 million
(104)2 � 108) LORs in a 3D PET scanner, even at
count rate of one million (106) cps it would take

everal days to acquire the number of counts per
OR, 10,000, required to reduce the statistical
ncertainty per LOR normalization factor to 1%.
lternatively, therefore, the response per detector,
ather than per LOR, can be measured and the LOR t
ormalization factors then calculated. This would
equire 10,000-fold fewer counts to achieve the
ame statistical uncertainty, 1%, as required by
irect measurement of the LOR normalization
actors. An optimum approach to normalization,
specially for 3D PET, remains to be devised.28

catter Correction

Like randoms, scatter results in generally diffuse
ackground counts in reconstructed PET images,
educing contrast and distorting the relationship
etween image intensity and activity concentra-
ion.20 Scatter is particularly problematic in PET
ecause of the wide energy windows (eg, 250 to
00 keV) used to maintain high sensitivity in the
ace of the relatively coarse energy resolution
�10% or greater) of PET detectors.29 In 2D PET,
catter correction is rather straightforward. Once
he randoms correction has been applied, the pe-
ipheral “tails” in the projection-image count pro-
les, presumably due exclusively to scatter, are fit

o a mathematical function and then subtracted
deconvolved) from the measured profile to yield
catter-corrected profiles for tomographic image
econstruction.6,20 Although this approach works
easonably well for 2D PET and small source
olumes (eg, the brain) in 3D PET, it is not
dequate for 3D PET generally.20,30,31 Scatter cor-
ections for 3D PET include:20,30 dual energy
indow-based approaches; convolution/deconvo-

ution-based approaches (analogous to the correc-
ion in 2D PET); direct estimation of scatter
istribution (by Monte Carlo simulation of the
maging system); and iterative reconstruction-
ased scatter compensation approaches (also em-
loying Monte Carlo simulation). The Monte Carlo
imulation and subtraction of scatter are now
ractical and have been implemented in commer-
ial PET scanners.

ttenuation Correction

Attenuation correction is the largest correction
n PET. However, one of the most attractive
eatures of PET is the relative ease of applying
ccurate and precise corrections for attenuation,
ased on the fact that attenuation depends only on
he total thickness of the attenuation medium (Fig
1). For a positron-emitting source and a volume
f thickness L, the attenuation factor is e��L and

�L
he attenuation correction factor e regardless of
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102 PAT ZANZONICO
he position of the source. Accordingly, a rod
ource of a positron emitter such as germanium-68
ay be extended along the axial FOV and rotated

round the periphery of the FOV first with and then
ithout the patient in the imaging position to

cquire the transmission and blank scans, respec-
ively. The attenuation correction factor (ACF) can
hen be derived from the ratio of the counts in these
espective scans:

ACFij 	 e�L
ij (6a)

	
��C)Blank]ij

[(C)Trans]ij (6b)

here ACFij � the attenuation correction factor

Fig 11. Attenuation of annihilation �-rays depends only on

he position of the source relative to the absorber.
etween coincident detectors i and j, Lij � the d
hickness of the volume between coincident detec-
ors i and j, and [(C)Blank]ij and [(C)Trans]ij � the
xternal-source counts between detectors i and j in
he blank and transmission scans, respectively. In
ractice, a blank scan is acquired only once a day.
he transmission scan can be acquired before the
atient has been injected with the radiopharmaceu-
ical, after the patient has been injected with the
adiopharmaceutical but before or after the emis-
ion scan, or after the patient has been injected
ith the radiopharmaceutical and at the same time

s the emission scan. Preinjection transmission
canning avoids any interferences between the
mission and transmission data but requires that
he patient remain on the imaging table before,

tal thickness (L) of the absorber, that is, it is independent of
the to
uring, and after injection of the radiotracer. It is
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103PET PRINCIPLES AND TECHNOLOGY
he least efficient operationally and is rarely used
n practice. Postinjection transmission scanning
inimizes the effects of patient motion, relying on

he much higher external-source count rates for
eliable subtraction of the emission counts from the
ransmission counts. It is probably the most com-
only used approach in “PET-only” scanners.
imultaneous emission/transmission scanning is
bviously the most efficient (fastest) approach but
ay result in excessively high randoms and scatter

ounter rates in the emission data. The GE Ad-
ance employs postinjection transmission scanning
sing two germanium-68 rod sources each with
70 MBq (10 mCi) and a 4-to 6-minute transmis-
ion scan per bed position.

A notable refinement of transmission scan-based
ttenuation correction is the use of a single-photon
mitter such as cesium-137 in place of a positron
mitter.32-35 The Philips-ADAC Allegro, for exam-
le, employs a single 370- to 740-MBq (10- to
0-mCi) cesium-137 rod source. For equal-activity
ources, germanium-68 results in much lower
ount rates and longer transmission scan times than
esium-137 because coincidence counting of the
ermanium-68 results in rejection of most of its
nnihilation �-rays. In addition, cesium-137 (30
ears) has a much longer half-life than germani-
m-68 (287 days), and therefore a cesium-137
ransmission source does not have to be replaced
hile a germanium-68 source must be replaced
eriodically. At the same time, the energy of the
esium-137 �-ray, 662 keV, is significantly higher
han that of the 511-keV annihilation �-rays and,
ith the excellent energy resolution of GSO, there

s less interference of a cesium-137 transmission
can by activity in the patient. As a result, trans-
ission scans can be acquired more quickly since

he counting statistics requirements are consider-
bly less than for reliable subtraction of equal-
nergy transmission and emission counts. How-
ver, because of the difference in energies, 662
ersus 511 keV, the ACFs derived from a cesium-
37 transmission scan must be scaled slightly to
djust for the differential attenuation between 662-
nd 511-keV �-rays.

Another important refinement in transmission
can-based attenuation correction is the use of
egmentation.36 In segmented attenuation correc-
ion, the regional ACFs are not measured. Rather,

he transmission scan is used to visualize the A
atient’s internal anatomy and then partition, or
egment, it into the visualizable compartments of
oft tissue, bone, and lung (air). The appropriate
inear attenuation coefficients (�)—for 511-keV
-rays, 0.095 cm for soft tissue, 0.13 cm for bone,
nd 0.035 cm for lung6—are then applied to these
espective tissue compartments and the overall
CFs calculated. An important advantage of this
pproach is that far fewer counts are required in the
ransmission data.37 As a result, transmission scans
or segmented attenuation correction are much
aster—only 1 to 2 min—than for nonsegmented
orrection (4 to 6 min).

With the recent introduction of PET-CT scan-
ers,38-40 attenuation correction may now be per-
ormed using CT rather than transmission sources.

CT image is basically a two-dimensional map of
ttenuation coefficients at the CT x-ray energy
�80 keV). For attenuation correction of the PET
mission data, however, these must be appropri-
tely scaled to the 511-keV energy of the annihi-
ation �-rays. The mass-attenuation coefficients
�m) for CT x-rays (�80 keV) and for 511-keV
nnihilation �-rays are 0.182 and 0.096 cm2/gm,
.209 and 0.093 cm2/gm, and 0.167 and 0.087
m2/gm in soft tissue, bone, and lung, respective-
y.41 The corresponding �m ratios are therefore
.90, 2.26, and 1.92, respectively. Thus, ACFs
erived from CT images cannot be scaled to those
or 511-keV annihilation �-rays simply using a
lobal factor. Accordingly, CT-based attenuation
orrection in PET has been implemented using a
ombination of segmentation—to delineate the soft
issue, bone, and lung compartment—and variable
caling—to account for the different �m ratios in
hese respective tissues.41 Commercial PET-CT
canners employ high-end (up to 16 slices) spiral
T scanners, and CT-based attenuation correction

herefore not only provides optimal segmentation
f tissue compartments but is also much faster than
ransmission-based corrections. However, CT-
ased attenuation correction is not without compli-
ations.38,42,43 Most notably, in areas of the body
ith materials (such as metallic implants or foci of

ntravenous contrast) with radiodensities far higher
han those for tissues, the attenuation may be
ver-corrected, resulting in the calculation of spu-
iously high activity concentrations. For this and
ther reasons, the Gemini PET-CT (Philips-

DAC) includes cesium-137 transmission line
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104 PAT ZANZONICO
ources and either a CT- or a transmission scan-
ased attenuation correction may be applied.

mage Reconstruction

Formation of quantitative PET images requires
he following data sets: an emission data file to be
econstructed; a normalization file for correction of
he emission data for system response; a CT or a
ransmission data file for attenuation correction;
nd a corresponding blank (or “air”) file for atten-
ation correction. In 2D PET, the emission data are
he one-dimensional projections (sets of parallel
ine-integrals) of the direct planes at the azimuthal,
r projection, angles � relative to the axis of the
canner. The full set of 2D projection data are
sually represented as a two-dimensional matrix in
olar coordinates (distance xr, angle �) known as a
sinogram” (or “histogram”) in which each row
epresents the projected intensity across a single
irect plane and each column the projected inten-
ity at the same distance xr across the projection at
uccessive azimuthal angles � (Fig 12A).44 In 3D
ET, the projections are two-dimensional (xr,yr)
arallel line-integrals with azimuthal angle � and
blique, or polar, angle �. The full set of 3D
rojection data are then represented as a set of
inograms, with one sinogram per polar angle �. In
ach sinogram, each row represents the projected

Fig 12. (A) In 2D PET, the emission data are the one-dimen

t the azimuthal angles � relative to the axis of the scanner.

single direct plane and each column the projected intensity a

ngles �. (B) In 3D PET, the projections are two-dimensional (x

. The 3D projection data are represented as a set of sinogram

rojected intensity across a single polar angle 	 and each c

rojection at successive azimuthal angles �. Reproduced from
ntensity across a single oblique plane (at polar o
ngle �) and each column the projected intensity at
he same position across the projection at succes-
ive azimuthal angles � (Fig 12B).44

Analytic methods for reconstruction of 3D data
haracteristically suffer from incomplete sampling
f the 3D volume as a result of the finite axial FOV
f PET scanners. The three-dimensional re-projec-
ion (3DRP) algorithm,45,46 an extension of the
tandard 2D FBP algorithm (see below), has been
he most widely used 3D reconstruction algorithm
nd has been implemented on commercial 3D
canners.28 In 3DRP, unsampled data are estimated
y reconstruction and then 3D forward-projection
f an initial image set obtained by reconstruction
f the directly measured data. Such 3D reconstruc-
ion algorithms remain computer-intensive and
ather slow by clinical standards,16 however. In
ddition, 3D PET emission data files are very
arge. If NT � the total size (in bytes) of the
rojection data set, NR � the number of detector
ings � 24 (typical value), Nd � the number of
etector elements per ring � 512 (typical value),
nd Nb � the depth of the data storage bins � 2

ytes, NT � NR
2

Nd

2
Nb � 0.3 MByte for 2D PET

nd NT � NR
2 �Nd

2 �2

Nb � 75 Mbytes for 3D

ET.44 Thus, 3D data sets are more than two orders

rojections (sets of parallel line-integrals) of the direct planes

inogram, each row represents the projected intensity across

me distance xr across the projection at successive azimuthal

rallel line-integrals with azimuthal angle � and oblique angle

one sinogram per polar angle 	, each row representing the

the projected intensity at the same position xr across the

se and Kinahan44 with permission.
sional p

In the s

t the sa

r,yr) pa

s, with

olumn

Defri
f magnitude larger than 2D data sets. It is prefer-
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105PET PRINCIPLES AND TECHNOLOGY
ble, therefore, to reduce 3D data sets to a more
anageable size for image reconstruction—by

e-binning of the 3D set of oblique sinograms into
smaller number of direct 2D sinograms. The

implest method is “single-slice re-binning
SSRB),” wherein true oblique LORs are assigned
o the direct plane midway between the two detec-
or elements actually in coincidence.47 Although
till used on Anger camera-based systems,16 SSRB
istorts off-axis activity and thus is accurate only
or activity distributions close to the detector axis,44

s in brain or small-animal imaging. A second
ethod is multi-slice re-binning (MSRB),48 which

s fast but is susceptible to “noise”-related arti-
acts.44 The current method of choice is Fourier
e-binning (FORE),49 based on the 2D Fourier
ransform of the oblique sinograms. In contrast to
SRB and MSRB, however, FORE cannot be
erformed in real-time and thus requires the full
D data set.
After 2D re-binning of 3D data, 2D reconstruc-

ion algorithms can used for 3D as well as 2D PET
ata. Note that processing of the emission data
fter the real-time deadtime and random correc-
ions and before image reconstruction—namely,
ormalization, scatter correction, and then attenu-
tion correction—is normally performed in sino-
ram space.
One of the most widely used algorithms for

econstruction of tomographic images from 2D
ata (or 3D data re-binned into 2D projec-
ions)—in SPECT as well as PET—remains fil-
ered back-projection (FBP).50 The basic procedure
s as follows: each projection is Fourier trans-
ormed from real to frequency space; the projec-
ion is filtered in frequency space using a ramp
lter; the filtered projection is inverse Fourier

ransformed from frequency back to real space;
nd the filtered projection data in real space are
niformly distributed, or back-projected, over the
econstructed image matrix.16,44,50 The resulting
econstructed image is inexact, however, because
he ramp filter results in the inclusion of spatial
requencies beyond the maximum frequency im-
ge-able by the scanner (ie, the Nyquist frequency,

N)—producing aliasing artifacts (such as the
starburst” pattern emanating from discrete, high-
ctivity foci)—and amplifies statistical uncertainty
noise or mottle).16,44 To compensate for these
ffects, low-pass, or apodizing, filters (known as

anning, Butterworth, etc.) are used in place of the f
amp filter to eliminate those spatial frequencies
bove a cut-off frequency, c, set equal to N or
ome fraction thereof. Although the resulting re-
onstructed images have somewhat degraded spa-
ial resolution, they are far less “noisy” (mottled).

In contrast to so-called “transform” reconstruc-
ion methods such as FBP, iterative algorithms
ttempt to progressively refine estimates of the
ctivity distribution, rather than directly calculate
he distribution, by maximizing or minimizing
ome “target function.” The solution is said to
converge” when the difference of the target func-
ion between successive estimates (iterations) of
he activity distribution is less than some prespeci-
ed value. Importantly, iterative reconstruction
lgorithms allow incorporation of realistic model-
ng of the data acquisition process (including
ffects of attenuation and of scatter), modeling of
tatistical noise, and inclusion of pertinent a priori
nformation (eg, only nonnegative count values).
he maximum-likelihood expectation maximiza-

ion (MLEM) algorithm is based on maximizing
he logarithm of a Poisson-likelihood target func-
ion.51,52 The MLEM algorithm suppresses statis-
ical noise, but large numbers of iterations typically
re required for convergence and therefore pro-
essing times are long. To accelerate this slow
onvergence, the ordered-subset expectation max-
mization (OSEM) algorithm53 groups the projec-
ion data into subsets comprised of projections
niformly distributed around the source volume.
he OSEM algorithm, which is a modified version
f the MLEM algorithm in that the target is still
aximization of the log-likelihood function, con-

erges more rapidly than MLEM and is now the
ost widely used iterative reconstruction method

n PET as well as SPECT.16 The row-action max-
mization-likelihood (RAMLA) algorithm, related
o the OSEM algorithm, has been implemented for
irect reconstruction of 3D PET data in the C-PET
nd Allegro (Philips ADAC). The so-called 3D-
AMLA algorithm, which eliminates 2D re-bin-
ing of the 3D data, employs partially overlapping,
pherically symmetric volume elements called
blobs” in place of voxels.16,54,55 Reconstruction
imes are fairly long by clinical standards but the
esults have been excellent.56

uantitation

Once the PET emission data have been corrected

or deadtime, randoms, system response (by nor-
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106 PAT ZANZONICO
alization), scatter, and attenuation, the count rate
er voxel in the reconstructed tomographic images
s proportional to the local activity concentration.
o make the images quantitative, then, the count

ate per voxel (cps), Ċijk, in voxel ijk should be
ivided by the measured system calibration factor
[cps/voxel]/[�Ci/cc]), CF, to yield the activity
oncentration:

�Aijk 	
Ċijk

CF
(7)

here [A]ijk � the activity concentration (�Ci/cc)
n voxel ijk. The calibration factor CF can be
erived by scanning a calibrated standard, that is, a
ater-filled or water (tissue)-equivalent volume

ource with all linear dimensions at least twice that
f the system spatial resolution (FWHM) and with
uniform, well-defined activity concentration at

he time of the scan. The requirement for water
quivalence is to ensure that effects such as scatter
nd attenuation are comparable in both the patient
nd the standard. And the requirement for linear
imensions at least twice that of the system spatial
esolution is to ensure that the effect of partial
olume averaging and associated underestimation
f local count rates are negligible. (Unless cor-
ected for partial-volume averaging based on some
ndependent measure of size, activity concentra-
ions cannot be reliably determined in structures
ith dimensions less than twice the system spatial

esolution.57) In principle, assuming the emission
ata for the patient and the standard are processed
dentically, the geometry of the standard should be
nimportant. In practice, a fairly large source such
s cylinder spanning the scanner’s axial FOV and
pproaching the transverse dimensions of typical
atients is preferable. Further, implicit in equation
7) is the assumption that the branching ratios, �, of
he positron-emitter administered to the patient and
dded to the standard are identical. If not, equation
10) must be appropriately adjusted:

�Aijk 	
Ċijk

CF

�Standard

�Patient
(8)

here �Patient and �Standard � the branching ratio of
he positron-emitting isotope administered to the
atient and added to the standard, respectively.
Typically, a more clinically relevant expression

f local activity concentration is in terms of the

ecay-corrected fraction or percent of the admin- f
stered activity per cubic centimeter (cc). This
equires, however, that one precisely assay and
ecord the actual activity in the radiopharmaceuti-
al syringe before and after the injection and
ecord the precise times of the assays and of the
can. The percent of the injected activity per cubic
entimeter of tissue, % ID/cc, can then be calcu-
ated as follows:

ID/cc 	

Ċijk

CF

�Standard

�Patient
e� (tscan�tinj)

(Asyringe)Pre � (Asyringe)Post
� 100% (9)

here tscan and tscan � the times of the PET scan
nd of the radiopharmaceutical injection, respec-
ively, and (Asyringe)Pre and (Asyringe)Post � the net
ctivities (decay-corrected to the time of injection)
n the radiopharmaceutical syringe before and after
he injection, respectively. Clinically, however, the
ost widely used expression of the activity con-

entration is the standard uptake value (SUV), the
atio of the activity concentration in tumor or other
issue at the time of the PET scan to that of the
ean activity concentration in the total body at the

ime of injection:

SUV �
�Ci/mL of tissue

�Ci injected/g body mass (10a)

	

Ċijk

CF

�Standard

�Patient
e� (tscan�tinj)

(Asyringe)Pre � (Asyringe)Post

MPatient

(10b)

here Mpatient � the total-body mass (in gm) of the
atient.

CURRENT PET SYSTEMS

linical Systems

Today, turn-key PET systems, with such ad-
anced features as detector elements numbering in
he thousands, septa-less three-dimensional data
cquisition, and iterative image reconstruction and
ielding quantitative whole-body images with a
patial resolution of �5 mm in less than 20 to 30
inutes, are marketed by a number of major
anufacturers, including General Electric, Sie-
ens-CTI, and Philips-ADAC. Multiple full rings

f BGO, GSO, or LSO block or pixelated detectors
re the prevailing design among the highest-per-

orming devices. Systems comprised of rotating
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107PET PRINCIPLES AND TECHNOLOGY
artial rings of such detectors are also available as
re systems comprised of polygons of flat or
urved large-area detectors. A detailed tabulation
f the design and performance parameters of the
ajor dedicated PET scanners currently available

s presented in Tables 3 and 4.
The major manufacturers of PET scanners now

lso market multi-modality scanners,39,40 combin-
ng high-performance state-of-the-art PET and CT
canners in a single device. These instruments
rovide near-perfect registration of images of in
ivo function (PET) and anatomy (CT) and are
lready having a major impact on clinical practice,
articularly in oncology.58 PET–CT devices are
urrently outselling “PET-only” systems by a two-
o-one ratio.59 Although generally encased in a
ingle seamless housing, the PET and CT gantries
n such multi-modality devices are separate; the
espective FOVs are separated by a distance of the
rder of 1 m and the PET and CT scans are
erformed sequentially. In one such device, the
emini (Philips-ADAC), the PET and CT gantries

re actually in separate housings with a sizable
pace between them; this not only provides access
o patients but also may minimize anxiety among
laustrophobic subjects. Moreover, in the Gemini
he distance between the PET and CT gantries may
e varied. A tabulation of the design parameters of
he CT scanners in PET-CT devices currently
vailable is presented in Table 5.

The spiral CT scanners incorporated into
ET-CT devices are extremely fast, potentially
llowing the completion of a whole-body scan in a
atter of seconds or even a single breadth hold. In

ontrast, PET scanners are much slower, requiring
t least several minutes and a number of respira-
ory cycles per bed position. The use of single-
readth CT data for attenuation correction of such
ngated, multi-breadth PET data has been shown
o introduce artifacts—both qualitative and quan-
itative—in the PET images.38,42,43 Nehmeh and
oworkers42,43 have developed and applied meth-
ds for gated PET acquisition and have demon-
trated that the foregoing artifacts can be effec-
ively eliminated by such an approach.

The clinical application of PET in general and
ET-CT in particular is growing rapidly,58,60 espe-
ially in oncology. With the incorporation of 16-
lice spiral CT scanners,59 applications in cardiol-
gy are likely to grow as well. At the same time,

he integration of PET and CT image data will d
ikely become more seamless. With the advent of
ntensity-modulated radiation therapy (IMRT), a
ajor clinical application of PET-CT will no doubt

e functional imaging-based treatment planning
or radiation oncology.61 PET-CT “simulators”
ill require appropriate modification of PET-CT

canners,7,38 including larger patient ports (at least
0-cm-diameter continuous bore) to accommodate
he patient and any immobilization cast, position
ndexing of image planes to an external marker (eg,
aser) system for correlation with the coordinate
ystem of the therapy unit, and respiratory gat-
ng.42,43

aboratory Systems

With the development of transgenic and knock-
ut rodent models of human disease, noninvasive
maging of small laboratory animals (ie, rats and
ice) has emerged as a key component of the

urgeoning field of molecular imaging.62-68 The
mall sizes of such animals, and of their organs and

umors ( �
1

100
and �

1

1000
in rats and mice,

espectively, of the corresponding sizes in hu-
ans), imposes requirements for spatial resolution

hat are largely unattainable with even the highest-
erforming clinical PET scanners. To address the
rowing demand for ultra-high-resolution PET im-
ging of rodents, at least four manufacturers are
urrently marketing dedicated laboratory systems:
he microPET (Concorde Microsystems, Knox-
ille, TN), with the “R4” designed for rodents
nd the “P4” and newer “Focus” designed for
rimates;69-71 the YAP-(S)PET (ISE, Migliarino
isano, Italy),7,72 with both positron and single-
hoton imaging capabilities; the HIDAC PET
Oxford Positron Systems Ltd, Oxfordshire,
K);65,73,74 and the Mosaic (Philips-ADAC).
The microPET is a 3D PET scanner employing

�8-array, 2.1�2.1�10 mm3 LSO block detectors
oupled to position-sensitive PMTs (PS-PMTs) via
undled 1-mm2 optical fibers. A rotating and
ranslating germanium-68 source can be used for
cquiring a normalization file and for attenuation
orrection. Its spatial resolution is �2 mm, volume
esolution �8 mm3, and sensitivity 900 cps/�Ci.
he axial and radial FOVs, respectively, are 7.9
nd 10 cm for the R4, 7.9 and 19 cm for the P4, and
.7 and 19 cm for the Focus. The Focus achieves
mproved resolution, of �1 mm, by increasing the

etector packing fraction.



Table 3. Design and Performance Parameters of Current Commercial PET Scanners*†

Siemens-CTI
ECAT Exact

SiemensCTI
ECAT HR�

Siemens-CTI
Accel GE Advance

GE Discovery LS
PET/CT

GE Discovery ST
PET/CT

Philips-ADAC
C-PET CPS BGO PET/CT CPS LSO PET/CT

Philips-ADAC
Allegro/Gemini

PET/CT

Patient port diameter 56.2 cm 56.2 cm 56.2 cm 58 cm 59 cm 70 cm 62 cm 70 cm 70 cm 56.5 cm
Scintillation crystal BGO BGO LSO BGO BGO BGO curved NaI(Tl) BGO LSO GSO
Total # of blocks 144 288 144 168 168 280 N/A 288 144 28
No. of crystal detectors/block 8 � 8 8 � 8 8 � 8 6 � 6 6 � 6 6 � 6 N/A 8 � 8 8 � 8 22 � 29
Crystal dimensions

Transaxial 6.39 mm 4.39 mm 6.45 mm 4.0 mm 4.0 mm 6.2 mm 47 cm circum 4.39 mm 6.45 mm 4 mm
Axial 6.39 mm 4.05 mm 6.45 mm 8.0 mm 8.0 mm 6.2 mm 30 cm 4.05 mm 6.45 mm 6 mm
Radial 20 mm 30.0 mm 25 mm 30.0 mm 30.0 mm 30.0 mm 2.54 cm 30.0 mm 25 mm 20 mm

No. of detector rings 24 32 24 18 18 24 N/A 32 24
Detector ring diameter 82.4 cm 82.4 cm 92.7 cm 92.7 cm 92.7 cm 88.0 cm 62.0 cm 82.4 cm 82.4 cm 90 cm
Total # of detectors 9,216 18,432 9,216 12,096 12,096 10,080 6 curved NaI:Tl 18,432 9,216 17,864
Transaxial field of view 58.5 cm 58.5 cm 58.5 cm 50 cm 55 cm 60 cm 57.6 cm 58.5 cm 58.5 cm 57.6 cm
Axial field of view 16.2 cm 15.5 cm 16.2 cm 15.2 cm 15.2 cm 15.2 cm 25.6 cm 15.5 cm 16.2 cm 18 cm
Slice thickness 3.37 mm 2.46 mm 3.375 mm 4.25 mm 4.25 mm 3.23 mm 4.0 mm (body) 2.43 mm 3.4 mm 2 mm
No. of slices 47 63 47 35 35 47 64 63 47 90
Coincidence timing window � 12 ns 12 ns 6 ns 12 ns 12.5 ns 11.7 ns 8 ns 12 ns 6 ns 8 ns
Coincidence timing resolution 6 ns 6 ns 3 ns 6 ns 6 ns 6 ns 6 ns 3 ns 4 ns
Energy window 350-650 keV 350-650 keV 350-650 keV 300-650 keV 300-650 keV 300-650 keV 435-665 keV 350-650 keV 350-650 keV
Sensitivity 2D trues 180 kcps/�Ci/cc 200 kcps/�Ci/cc 200 kcps/�Ci/cc 217 kcps/�Ci/cc 146 kcps/�Ci/cc 300 kcps/�Ci/cc N/A N/A N/A N/A

NEMA 94 phantom
Sensitivity 2D trues�scatter 214 kcps/�Ci/cc 244 kcps/�Ci/cc 238 kcps/�Ci/cc 238 kcps/�Ci/cc 159 kcps/�Ci/cc 348 kcps/�Ci/cc N/A N/A N/A N/A

NEMA 94 phantom
Sensitivity 3D trues 780 kcps/�Ci/cc 900 kcps/�Ci/cc 925 kcps/�Ci/cc 1,261 kcps/�Ci/cc 838 kcps/�Ci/cc 1,280 kcps/�Ci/cc 444 kcps/�Ci/cc 1,049 kcps/�Ci/cc 999 kcps/�Ci/cc �700 kcps/�Ci/cc

NEMA 94 phantom
Sensitivity 3 D trues�scatter 1,218 kcps/�Ci/cc 1,406 kcps/�Ci/cc 1,445 kcps/�Ci/cc 1,941 kcps/�Ci/cc 1,297 kcps/�Ci/cc 1,800 kcps/�Ci/cc 592 kcps/�Ci/cc 1,586 kcps/�Ci/cc 1,514 kcps/�Ci/cc �1,000 kcps/uCi/cc

NEMA 94 phantom
2D Axial Resolution N/A N/A N/A N/A

FWHM at 0 cm 4.5 mm 4.2 mm 4.3 mm 4.2 mm 4.0 mm 5.0 mm
FWHM at 10 cm 5.9 mm 5.0 mm 6.0 mm 5.5 mm 5.4 mm 6.5 mm
FWHM at 20 cm N/A 6.8 mm N/A 7.4 mm 6.6 mm N/A

3D Axial Resolution
FWHM at 0 cm 4.6 mm 3.5 mm 4.7 mm 6.0 mm 6.0 mm 5.0 mm 6.2 mm 4.2 mm 5.8 mm 4.2 mm
FWHM at 10 cm 6.5 mm 5.3 mm 7.1 mm 6.3 mm 6.3 mm 6.5 mm 6.9 mm 5.7 mm 7.1 mm 5.6 mm
FWHM at 20 cm N/A 7.8 mm N/A 6.6 mm 6.6 mm N/A 8.0 mm N/A N/A N/A

2D Transaxial Resolution N/A N/A N/A N/A
FWHM at 1 cm 6.0 mm 4.6 mm 6.2 mm 5.1 mm 4.8 mm 6.2 mm
FWHM at 10 cm 6.7 mm 5.4 mm 6.7 mm 5.7 mm 5.4 mm 7.0 mm
FWHM at 20 cm N/A 7.9 mm N/A 7.2 mm 6.2 mm 7.5 mm

3D Transaxial Resolution
FWHM at 1 cm 6.0 mm 4.6 mm 6.3 mm 5.1 mm 4.8 mm 6.2 mm 5.7 mm 4.5 mm 6.3 mm 4.8 mm
FWHM at 10 cm 6.7 mm 5.4 mm 6.8 mm 6.0 mm 5.4 mm 7.0 mm 5.7 mm 5.6 mm 7.4 mm 5.9 mm
FWHM at 20 cm N/A 7.8 mm N/A 7.4 mm 6.2 mm 7.5 mm N/A N/A N/A N/A

Scatter fraction 2D 16% 18% 16% 9% 9% 16% N/A N/A N/A N/A
Scatter fraction 3D 36% 36% 36% 36% 36% 29% 25% 37% 34% � 30%

*NEMA 1994
Randoms � Trues count rate 345 kcps 570 kcps 850 kcps (3D) 486 kcps (HS) 460 kcps (HS) Never achieved 679 kcps (3D) 119 @0.27mCi

330 kcps (HR) Due to dead-time
50% dead-time count rate 345 kcps 635 kcps 850 kcps (3D) 474 kcps (HS) 505 kcps (HS) 38 @0.11mCi 356 kcps (3D) 434 kcps (3D) 116 @0.24mCi

289 kcps (HR) 304 kcps (HR)
Peak noise equivalent count rate 25 kcps 38 kcps 60 kcps 40 kcps 40 kcps 62 kcps 49 kcps 38 kcps 44 kcps 48 kcps

*Adapted with permission.7

†The reader is referred to the references 22 and 23 for further explanation of the performance parameters.
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The YAP-(S)PET7,72 is comprised of a rotating
ectangular assembly of four detector modules,
ach comprised of a 20�20 mm2 YAlO3:Ce (cerium-
ctivated yttrium aluminum perovskite) crystal
oupled to a 3-inch PS-PMT. The opposed detec-
ors, which operate in 3D mode, can move radially
o achieve separation distances of 10 to 25 cm. The
ensitivity at the center of the FOV is 640 cps/�Ci

Table 4. Operational Features o

Feature
Siemens-CTI
ECAT Exact

Siemens-CTI
ECAT HR�

S

Filtered backprojection Yes (2D/3D) Yes (2D/3D) Y
Iterative algorithms OSEM (2D) OSEM (2D) O

FORE/OSEM FORE/OSEM F
Transmission source

(Non-PET-CT scanner)

68Ge 68Ge 68

Source activity (MBq) 120 (�3) 140 (�3) 1

Source geometry Rod Rod R
Transmission energy

window
350-650 350-650 3

Whole-body scan length 195 195 1

*Adapted with permission.16

Table 5. Technical Parameters of CT Scan

PhilipsADAC Gemini

PET scanner Allegro
CT scanner MX 8000 Dual
Maximum power (kW) 60
Maximum tube voltage (kV) 140
Maximum tube current (mA) 500
Selectable kV values 90, 120, 140
mA range 30-500
Heat capacity (MHU) 6.5
Slices/rotation 2
Slice number � thickness (mm)

2 � 0.5
2 � 1
2 � 2.5
2 � 5
2 � 8
2 � 10

Pitch minimum 0.375
Pitch maximum 2
Angular speed (s/rotation) 0.5, 0.75, 1, 1.5, 2
Maximum scan time (s) 60
Detectors array 672 � 2 (1,344

elements)
Transverse FOV (mm) 500

16
*Adapted with permission.
15-cm detector separation), the spatial resolution
.8 mm, and the volume resolution 5.8 mm3. The
AP-(S)PET has axial and radial FOVs of 4 cm.
The HIDAC-PET scanner65,73,74 utilizes high-

ensity avalanche gas chamber (HIDAC) detec-
ors. The latest version of this scanner, the Quad-
IDAC, employs four detectors, each comprised
f eight multi-wire proportional gas chambers with

nt Commercial PET Scanners*

CTI
GE

ADVANCE/ADVANCE
Nxi

Philips-ADAC
C-PET

Philips-ADAC
Allegro

D) Yes (2D/3D) Yes (3D) Yes (3D)
D) OSEM (2D) FORE/OSEM FORE/OSEM
EM 3D-RAMLA 3D-RAMLA

68Ge 137Cs 137Cs also
included with
Gemini PET-CT

370 (�2)
56 MBq (�1)
for calibration

185 (�1) 740 (�1)

Rod Point Point
300-650 595-860 600-720

170 168 198

Current Commercial PET-CT Scanners*

iemens-CTI Reveal/CPS
Biograph GE Discovery LS

T HR� or Accel Advance Nxi
Atom Emotion Duo Lightspeed Plus

60
140
440

100, 130 80, 100, 120, 140
240 10-440

6.3
4
2 � 0.625 (axial only)

1 1 and 4 � 1.25
1.5 4 � 2.5
2.5 4 � 3.75
4 4 � 5
5 2 � 7.5

2 � 10
5 0.75

1.5
, 1, 1.5 0.5, 0.6, 0.7, 0.8, 0.9, 1, 2, 3, 4

120
� 2 (1,344

lements)
912 � 16 (14,592 elements)

500
f Curre

iemens-
Accel

es (2D/3
SEM (2
ORE/OS
Ge

85 (�3)

od
50-650

95
ners in

S

ECA
Som
40
130
240
80,
30-
3.5
2

2 �

2 �

2 �

2 �

2 �

0.2
2
0.8
100
672

e
500
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110 PAT ZANZONICO
ncreasing dimensions toward the edges of the
etector. The sensitivity is 670 cps/�Ci, the spatial
esolution �1 mm, and the volume resolution �1
m3. The Quad-HIDAC has axial and radial FOVs
f 28 and 17 cm, respectively. r
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ased pixelated detectors and a rotating and trans-
ating cesium-137 source for attenuation correc-
ion. Its spatial resolution is �2 mm. The axial and

adial FOVs are 11.5 and 15 cm, respectively.
ES
1. Nutt R: The history of positron emission tomography. Mol
maging Biol 4:11-26, 2002

2. Phelps ME, Cherry SR: The changing design of positron
maging systems. Clin Positron Imaging 1:31-45, 1998

3. Conti PS, Lilien DL, Hawley K, et al: PET and [18F]-
DG in oncology: a clinical update. Nucl Med Biol 23:717-735,
996
4. Hoh CK, Schiepers C, Seltzer MA, et al: PET in oncol-

gy: Will it replace the other modalities? Semin Nucl Med
7:94-106, 1997
5. Gambhir SS, Czernin J, Schwimmer J, et al: A tabulated

ummary of the FDG PET literature. J Nucl Med 42:1S-93S,
001
6. Cherry SR, Sorenson JA, Phelps ME: Physics in Nuclear
edicine (3rd ed). Philadelphia, PA, Saunders, 2003, pp

25-359
7. Humm JL, Rozenfeld A, Del Guerra A: From PET

etectors to PET scanners. Eur J Nucl Med Mol Imaging
0:1574-1594, 2003
8. Weber D, Eckerman K, Dillman L, et al: MIRD: Radio-

uclide Data and Decay Schemes. New York, Society of
uclear Medicine, 1989, 447 pp
9. Firestone RB, Shirley VS (eds). Table of Isotopes, 8th ed.

ew York, John Wiley & Sons, 1996
10. Graham MC, Pentlow KS, Mawlawi O, et al: An

nvestigation of the physical characteristics of 66Ga as an
sotope for PET imaging and quantification. Med Phys 24:317-
26, 1997
11. Pentlow KS, Finn RD, Larson SL, et al: Quantitative

maging of yttrium-86 with PET: the occurrence and correction
f anomalous apparent activity in high density regions. Clin
ositron Imaging 3:85-90, 2000
12. Nutt R: For: Is LSO the future of PET? Eur J Nucl Med
ol Imaging 29:1523-1525, 2002
13. Karp JS: Against: Is LSO the future of PET? Eur J Nucl
ed Mol Imaging 29:1525-1528, 2002
14. Melcher CL, Schweitzer JS: Cerium-doped lutetium

xyorthosilicate: a fast, efficient, new scintillator. IEEE Trans
ucl Sci. NS- 39:502-505, 1992
15. Kadrmas DJ, Christian PE: Comparative evaluation of

esion detectability for 6 PET imaging platforms using a highly
eproducible whole-body phantom with (22)Na lesions and
ocalization ROC analysis. J Nucl Med 43:1545-1554, 2002

16. Tarantola G, Zito F, Gerundini P: PET instrumentation
nd reconstruction algorithms in whole-body applications.
Nucl Med 44:756-769, 2003
17. Casey ME, Nutt R: A multi-slice two-dimensional BGO

etector system for PET. IEE Trans Nucl Sci NS- 33:760-763,
986
18. Muehllehner G, Karp JS, Surti S: Design considerations
19. Bendriem B, Townsend DW (eds): The Theory and
ractice of 3D PET. Dordrecht, The Netherlands, Kluwer
cademic Publishers, 1998
20. Bailey D, Gilardi MC, Grootoonk S, et al: Quantitative

rocedures in 3D PET, in Bendriem B, Townsend DW (eds):
he Theory and Practice of 3D PET. Dordrecht, The Nether-

ands, Kluwer Academic Publishers, 1998, pp 55-109
21. Daube-Witherspoon ME, Karp JS, Casey ME, et al: PET

erformance measurements using the NEMA NU 2-2001 stan-
ard. J Nucl Med 43:1398-409, 2002
22. NEMA Standards Publication NU2–1994: Performance
easurement of Positron Emission Tomographs. Washington,
C, National Electrical Manufacturers Association (NEMA),
994
23. NEMA Standards Publication NU2–2001: Performance
easurement of Positron Emission Tomographs. Washington,
C, National Electrical Manufacturers Association (NEMA),
001
24. Derenzo SE: Mathematical removal of positron range

lurring in high-resolution tomography. IEEE Trans Nucl Sci
S- 33:565-569, 1986
25. Levin CS, Hoffman EJ: Calculation of positron range

nd its effect on the fundamental limit of positron emission
omography system spatial resolution. Phys Med Biol 44:781-
99, 1999
26. Berko S, Hereford FL: Experimental studies of positron

nteractions in solids and liquids. Rev Modern Phys 28:299-
07, 1956
27. Hoffman EJ, Huang SC, Phelps ME, et al: Quantitation

n positron emission computed tomography: 4. Effect of acci-
ental coincidences. J Comput Assist Tomogr 5:391-400, 1981
28. Townsend DW, Bendriem B: Introduction to 3D PET, in

endriem B, Townsend DW (eds): The Theory and Practice of
D PET. Dordrecht, The Netherlands, Kluwer Academic Pub-
ishers, 1998, pp 1-10

29. Thompson CJ: The problem of scatter correction in
ositron volume imaging. IEEE Trans Med Imaging 12:124-
32, 1993
30. Zaidi H: Comparative evaluation of scatter correction

echniques in 3D positron emission tomography. Eur J Nucl
ed 27:1813-1826, 2000
31. Zaidi H: Scatter modelling and correction strategies in

ully 3-D PET. Nucl Med Commun 22:1181-1184, 2001
32. Jones W, Vaigneur K, Young J, et al: The architectural

mpact of single photon transmission measurements on full-ring
D positron tomography. IEEE Nucl Sci Symp Med Imaging
onf Rec 2:1026-1030, 1995
33. Jones WF, Digby WM, Luk WK: Optimizing rod win-

ow width in positron emission tomography. IEEE Trans Med
maging 14:266-270, 1995

34. Watson CC, Jones WF, Brun T, et al: Design and

erformance of a single photon transmission measurement for



t
2

e
r

a

t
t

i
I

P
4

P
1

c
2

t
M

t
l

r
(
N

t

a
S

a
1

i
i

a
M

e
C
p

s

t
1

t
I

i
m

r
I

c
c

p
s

i
3

M

b
a

m
b
5

i
2

s

m

4

P

c

a
4

m
o
4

h
T

e
a

E
t

P
a

a
2

H

111PET PRINCIPLES AND TECHNOLOGY
he ECAT ART. IEEE Nucl Sci Symp Med Imaging Conf Rec
:1366-1370, 1997
35. Meikle SR, Bailey DL, Hooper PK, et al: Simultaneous

mission and transmission measurements for attenuation cor-
ection in whole-body PET. J Nucl Med 36:1680-1688, 1995

36. Xu EZ, Mullani NA, Gould KL, et al: A segmented
ttenuation correction for PET. J Nucl Med 32:161-165, 1991

37. Meikle SR, Dahlbom M, Cherry SR: Attenuation correc-
ion using count-limited transmission data in positron emission
omography. J Nucl Med 34:143-150, 1993

38. Schoder H, Erdi YE, Larson SM, et al: PET/CT: a new
maging technology in nuclear medicine. Eur J Nucl Med Mol
maging 30:1419-1437, 2003

39. Beyer T, Townsend DW, Blodgett TM: Dual-modality
ET/CT tomography for clinical oncology. Q J Nucl Med
6:24-34, 2002
40. Beyer T, Townsend DW, Brun T, et al: A combined

ET/CT scanner for clinical oncology. J Nucl Med 41:1369-
379, 2000
41. Kinahan PE, Townsend DW, Beyer T, et al: Attenuation

orrection for a combined 3D PET/CT scanner. Med Phys
5:2046-2053, 1998
42. Nehmeh SA, Erdi YE, Ling CC, et al: Effect of respira-

ory gating on quantifying PET images of lung cancer. J Nucl
ed 43:876-881, 2002
43. Nehmeh SA, Erdi YE, Ling CC, et al: Effect of respira-

ory gating on reducing lung motion artifacts in PET imaging of
ung cancer. Med Phys 29:366-371, 2002

44. Defrise M, Kinahan P: Data acquisition and image
econstruction for 3D PET, in Bendriem B, Townsend DW
eds): The Theory and Practice of 3D PET. Dordrecht, The
etherlands, Kluwer Academic Publishers, 1998, pp 11-53
45. Colsher JG: Fully three-dimensional positron emission

omography. Phys Med Biol 20:103-115, 1980
46. Kinahan P, Rogers JG: Analytic three-dimensional im-

ge reconstruction using all detected events. IEEE Trans Nucl
ci NS- 36:964-968, 1989
47. Daube-Witherspoon ME, Muehllehner G: Treatment of

xial data in three-dimensional PET. J Nucl Med 28:1717-1724,
987
48. Lewitt RM, Muehllehner G, Karp JS: Three-dimensional

mage reconstruction for PET by multi-slice rebinning and axial
mage filtering. Phys Med Biol 39:321-339, 1994

49. Defrise M, Kinahan PE, Townsend DW, et al: Exact and
pproximate rebinning algorithms for 3D PET data. IEEE Trans
ed Imaging 16:145-158, 1997
50. Zanzonico PB: Technical requirements for SPECT:

quipment and quality control, in Kramer EL, Sanger JJ (eds):
linical Applications in SPECT. New York, Raven Press, 1995,
p 7-41
51. Miller TR, Wallis JW: Fast maximum-likelihood recon-

truction. J Nucl Med 33:1710-171, 1992
52. Miller TR, Wallis JW: Clinically important characteris-

ics of maximum-likelihood reconstruction. J Nucl Med 33:
678-1684, 1992
53. Hudson HM, Larkin RS: Accelerated image reconstruc-

ion using ordered subsets of projection data. IEEE Trans Med
maging 13:601-609, 1994

54. Matej S, Lewitt RM: Practical considerations for 3-D
mage reconstruction using spherically symmetric volume ele-
ents. IEEE Trans Med Imaging 15:68-78, 1996
55. Matej S, Lewitt RM: Efficient 3D grids for image
econstruction using spherical-symmetric volume elements.
EEE Trans Nucl Sci 42:1361-1370, 1996

56. Daube-Witherspoon ME, Matej S, Karp JS, et al: Appli-
ation of the 3D row action maximum likelihood algorithm to
linical PET imaging. IEEE Trans Nucl Sci 48:24-30, 2001

57. Hoffman EJ, Huang SC, Phelps ME: Quantitation in
ositron emission computed tomography: 1. Effect of object
ize. J Comput Assist Tomogr 3:299-308, 1979

58. Schoder H, Erdi Y, Larson S, et al: PET/CT: A new
maging technology in nuclear medicine. Eur J Nucl Med Mol
0:1419-1437, 2003
59. PET on display: Notes from the 59th SNM Annual
eeting. J Nucl Med (Newsline) 24N–26N, 2003
60. Kluetz PG, Meltzer CC, Villemagne VL, et al: Com-

ined PET/CT Imaging in Oncology. Impact on Patient Man-
gement. Clin Positron Imaging 3:223-230, 2000

61. Ling CC, Humm J, Larson S, et al: Towards multidi-
ensional radiotherapy (MD-CRT): biological imaging and

iological conformality. Int J Radiat Oncol Biol Phys 47:551-
60, 2000
62. Chatziioannou AF: PET scanners dedicated to molecular

maging of small animal models. Mol Imaging Biol 4:47-63,
002
63. Del Guerra A, Belcari N: Advances in animal PET

canners. Q J Nucl Med 46:35-47, 2002
64. Herschman HR: Micro-PET imaging and small animal
odels of disease. Curr Opin Immunol 15:378-384, 2003
65. Jeavons AP: Small-animal PET cameras. J Nucl Med

1:1442-1443, 2000
66. Myers R: The biological application of small animal

ET imaging. Nucl Med Biol 28:585-593, 2001
67. Myers R, Hume S: Small animal PET. Eur Neuropsy-

hopharmacol 12:545-555, 2002
68. Tornai MP, Jaszczak RJ, Turkington TG, et al: Small-

nimal PET: advent of a new era of PET research. J Nucl Med
0:1176-1179, 1999
69. Chatziioannou AF, Cherry SR, Shao Y, et al: Perfor-
ance evaluation of microPET: a high-resolution lutetium

xyorthosilicate PET scanner for animal imaging. J Nucl Med
0:1164-1175, 1999
70. Cherry SR, Shao Y, Silverman RW, et al: MicroPET: a

igh resolution PET scanner for imaging small animals. IEEE
rans Nucl Sci NS- 44:1161-1166, 1997
71. Tai C, Chatziioannou A, Siegel S, et al: Performance

valuation of the microPET P4: a PET system dedicated to
nimal imaging. Phys Med Biol 46:1845-1862, 2001

72. Motta A, Damiani C, Del Guerra A, et al: Use of a fast
M algorithm for 3D image reconstruction with the YAP-PET

omograph. Comput Med Imaging Graph 26:293-302, 2002
73. Jeavons A, Chandler RA, Dettmar CAR: A 3D HIDAC-

ET camera with sub-millimetre resolution for imaging small
nimals. IEEE Trans Nucl Sci 46:468-473, 1999

74. Townsend D, Frey P, Jeavons A, et al: High density
valanche chamber (HIDAC) positron camera. J Nucl Med
8:1554-1562, 1987
75. Evans RD: The Atomic Nucleus. New York, McGraw-

ill, 1972, p 628


	Positron Emission Tomography: A Review of Basic Principles, Scanner Design and Performance, and Current Systems
	PHYSICAL BASIS OF PET AND PET “EVENTS”
	PET DETECTORS AND DETECTOR CONFIGURATIONS
	Detector Materials
	Detector Configurations
	Two-Dimensional (2D) Versus Three-Dimensional (3D) Data Acquisition

	PET PERFORMANCE
	Spatial Resolution
	Sensitivity
	Noise-Equivalent Count Rate (NECR)

	DATA PROCESSING: NORMALIZATIONS AND CORRECTIONS, IMAGE RECONSTRUCTION, AND QUANTITATION
	Deadtime Correction
	Randoms Correction
	Normalization
	Scatter Correction
	Attenuation Correction
	Image Reconstruction
	Quantitation

	CURRENT PET SYSTEMS
	Clinical Systems
	Laboratory Systems

	REFERENCES


