Positron Emission Tomography: A Review of Basic Principles,
Scanner Design and Performance, and Current Systems

Pat Zanzonico

INCE THE INCEPTION of positron emission

tomography (PET) several decades ago, PET
scanner design and performance have improved
dramatically. The number of detector elements has
increased from ~20 to ~20,000 and the axial field
of view from ~2 to ~ 20 cm, the spatial resolution
has improved from ~25 to ~5 mm, and the
sensitivity has increased ~1000-fold.12 At the
same time, the clinical applications of PET have
grown dramatically as well.35 The current article
reviews the technical basis of the remarkable
advance of this modality—the underlying princi-
ples of PET and the basic design and performance
characteristics of PET scanners—emphasizing
dedicated “full-ring” devices and including multi-
modality (ie, PET-CT) and special-purpose (ie,
small-animal) devices.

PHYSICAL BASIS OF PET AND PET “EVENTS”

PET is based on the annihilation coincidence
detection (ACD) of the two colinear 511-keV
y-rays resulting from the mutual annihilation of a
positron and a negatron, its antiparticle (Fig 1).
Positron-negatron annihilation occurs at the end of
the positron range, when the positron has dissi-
pated all of its kinetic energy and both the positron
and negatron are essentially at rest. The total
positron and negatron energy is therefore 1.22
MeV, the sum of their equal rest mass energies
(E, = 511, keV = 0.511 MeV), and their total
momentum (a vector, or signed, quantity) is zero.
Accordingly, to conserve energy and momentum,
thetotal energy of the two annihilation y-rays must
equal 1.22 MeV and their total momentum zero.
Two equal-energy (511-keV) annihilation +y-rays
traveling in opposite directions, corresponding to
equal-magnitude, opposite-sign (positive and neg-
ative) momenta, are therefore emitted.

In the parlance of ACD, each of the two anni-
hilation photons isreferred to asa“single” and the
total count rate (counts per second (cps)) for the
individual annihilation photons is called the “sin-
gles count rate” (Fig 1). Only when signals from
the two coincidence detectors simultaneously trig-
ger the coincidence circuit is an output, a “true
coincidence event” (“true’), generated by this cir-
cuit. The volume between the opposed coincidence
detectors (the shaded areain Fig 1) isreferred to as

a“line of response (LOR).” LORs are thus defined
electronically, and an important advantage of ACD
is that absorptive collimation is not required. As a
result, the sensitivity (measured count rate per unit
activity) of PET is much higher (two to three
orders of magnitude higher) than that of Anger
camera imaging. Not every annihilation yields a
counted event, however, because both annihilation
photons must strike the coincident detectors for an
event to be counted. As a result, the singles count
rate in PET is typically much higher than the trues
count rate.

The 511 keV-in-energy and the simultaneity-of-
detection requirements for counting of atrue coin-
cidence event are not absolute. Scintillation detec-
tors typicaly have a rather coarse energy
resolution— up to ~30% (expressed as the percent
full-width half-maximum of the 511-keV photo-
peak)—and therefore photons within a broad en-
ergy range (eg, 250 to 650 keV) can be counted as
valid annihilation y-rays.” Compton-scattered an-
nihilation y-rays and scattered and unscattered
nonannihilation photons may therefore be in-
cluded, producing spurious or mispositioned coin-
cidence events.

Each detected photon (single) is time-stamped
(x1ns =1 x 10 ? s), and a true coincidence
event is defined as a pair of annihilation photons
counted by the coincidence detectors within atime
interval called the “coincidence timing window 7,”
typicaly 6 to 12 ns. Such afinite timing window is
necessitated by several considerations. First, de-
pending on the exact position of the positron-
negatron annihilation, the annihilation photons
reach the detectors at dlightly different times.
However, because these photons travel at the speed
of light (c = 3 X 10% cmy/s), this effect is very
small. Second, the transit and processing of the
signal pulses through the detector circuitry israpid
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Fig 1. The basic principle of ACD. An event is counted only when each of the two 511-keV annihilation y-rays are detected
simultaneously, that is, within a time interval corresponding to the coincidence timing window 7, by the two detectors. The shaded
LOR corresponds to the volume between and defined by the cross-sectional area of the coincidence detectors 1 and 2 and C, and
C, are the singles count rates recorded by detectors 1 and 2, respectively.

but not instantaneous. Third, the light signal emit-
ted by the scintillation detectors used in PET is
emitted not instantaneously but over a finite time
interval, called the “scintillation decay time,” of
the order of 10 to 100 ns.

In addition to the true coincidence events (Figs 1
and 2A), anumber of other types of events occur in
PET, events that degrade quantitative accuracy as
well as image quality. Random or accidental coin-
cidence events (“randoms’) occur when annihila-
tion y-rays from two separate positron-negatron
annihilations are detected in two different detectors
within the coincidence timing window 7 (Fig 2B).
Randoms thus increase the detected coincidence
count rate by contributing spuriously placed coin-
cidence events. Because the total activity-contain-
ing volumeistypically much greater than the LOR,
random coincidences are common and the randoms
count rate may actually exceed the trues count rate.
Clinically, the ratio of the randoms-to-true count
rates range from 0.1 to 0.2 for brain imaging to
greater than 1 for whole-body imaging.e

The randoms count rate is actually proportional
to the product of the singles count rate and there-
fore the square of the activity presents:

Crandoms = 21'-Cl.CZ (1)

where C,goms = the randoms count rate (cps),
7 = the coincidence timing window (sec), and C,
and C, = the detector 1 and detector 2 singles
count rates (cps), respectively (Fig 1). Importantly,
because the trues count rate is only linearly pro-
portional to the activity, the ratio of the randoms-
to-trues count rates increases linearly with activity.
Therefore, imaging times cannot be reduced sim-
ply by using higher and higher administered activ-
ities, as the randoms count rate will increase more
rapidly than the trues count rate and at some point
prohibitively degrade image quality. By using
absorptive septa to restrict the activity-containing
region sampled by coincidence detectors to a
volume defined by the cross-sectional area of the
detectors—as in two-dimensional (2D) PET (see
below)—the randoms-to-true count rate ratio can
be reduced substantially. By using “faster” detec-
tors and therefore shorter coincidence timing win-
dows, the randoms-to-true count rate can be re-
duced further (see below).

Annihilation vy-rays traveling out of an LOR
may undergo Compton scatter and be re-directed
back into the LOR (Fig 2C). The scattered photon
may, however, retain sufficient energy to fall
within the energy window set for the 511-keV
annihilation +y-rays and produce a coincidence
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Fig 2. The various events associated with ACD of positron-emitting radionuclides, illustrated for two opposed banks of
coincidence detectors and assuming only one opposed pair of detectors are in coincidence. (A) A true coincidence (“true”) is
counted only when each of the two 511-keV annihilation y-rays for a single positron-negatron annihilation are not scattered and
are detected within the timing window 7 of the two coincidence detectors. (B) A random or accidental coincidence (“random”) is
an inappropriately detected and positioned coincidence (the dashed line) that arises from two separate annihilations, with one
y-ray from each of the two annihilations detected within the timing window 7 of the coincidence-detector pair. (C) A scattered
coincidence (“scatter”) is a mispositioned coincidence (the dashed line) resulting from a single annihilation, with one of the y-rays
undergoing a small-angle Compton scatter but retaining sufficient energy to fall within the 511-keV energy window. (D) A spurious
coincidence is an inappropriately detected and positioned coincidence (the dashed line) which arises from an annihilation and a
cascade y-ray, scattered or unscattered but having sufficient energy to fall within the 511-keV energy window. Spurious
coincidences occur only for radionuclides which emit both positron and prompt cascade y-ray(s).

event. Such scatter coincidences (“scatter”) result
in mispositioned events. The scatter count rate as
well as the trues count rate are proportional to the
activity present and therefore the scatter-to-trues
count rate ratio is independent of activity. Be-
cause trues and scatter each result from single
annihilation events, the scatter-to-trues count rate
ratio is likewise independent of the coincidence
timing window. On the other hand, interdetector
septa used in 2D PET (See below.) reduce the
scatter count rate considerably.

Many positron-emitting radioisotopes also emit
significant numbers of high-energy prompt -y-rays,
and such y-rays may bein cascade with each other
or with the positrons.8® These can result in spuri-
ous coincidences which are spatially uncorrelated

but nonetheless counted as true events (Fig
2D).1011 Although such coincidences degrade
overall quality and quantitative accuracy, isotopes
such as have copper-62, gallium-66, gallium-68,
bromine-75, rubidium-82, yttrium-86, and iodine-
124, nonetheless been used effectively in PET.10.11
Table 1 includes, for selected positron emitters, the
energy and abundance of y- (and x-) rays with
sufficient energy (ie, greater than 250 keV) to fall
within the 511-keV energy windows typically used
to count annihilation -y-rays in PET. Besides the
y-ray energies and abundance, Table 1 includes
other pertinent properties of positron emitters such
as the physical half-life (T,,,), the branching ratio
(ie, the percentage of total decays resulting in
positron emission instead of electron capture), the
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Table 1. Physical Properties of Positron-Emitting Radionuclides Used in PET8?
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B+ Range in Water (mm)

x- and y-rays >0.25 MeV

Physical Half- Branching Maximum B+
Radionuclide life Ty Ratio Energy (MeV)  Re (ref. 75) Ry (ref. 24)  Energy (MeV) Abundance Production
Carbon-11 20.4 min 99% 0.96 3.9 0.4 N/A 0% Cyclotron
Nitrogen-13 9.96 min 100% 1.2 5.1 0.6 N/A 0% Cyclotron
Oxygen-15 2.05 min 100% 1.7 8.0 0.9 N/A 0% Cyclotron
Fluorine-18 1.83 h 97% 0.64 2.3 0.2 N/A 0% Cyclotron
Copper-62 9.74 min 98% 2.9 15 1.6 0.876-1.17 0.5% Generator (Zinc-62)
Copper-64 12.7h 19% 0.58 2.0 0.2 N/A 0% Cyclotron
Gallium-66 9.49 h 56% 3.8 20 3.3 0.834-4.81 73% Cyclotron
Gallium-68 1.14 h 88% 1.9 9.0 1.2 1.08-1.88 3.1% Generator
(Germanium-68)
Bromine-76 16.1h 54% 3.7 19 3.2 0.473-3.60 146% Cyclotron
Rubidium-82 1.3 min 95% 3.4 18 2.6 0.777 13% Generator
(Strontium-82)
Yttrium-86 14.7 h 32% 1.4 6.0 0.7 0.440-1,920 240% Cyclotron
lodine-124 4.18d 22% 1.5 7.0 0.8 0.603-1,690 23% Cyclotron

maximum positron energies (E,,,), the maximum
extrapolated range (R, the root-mean-square
(rms) positron range (R..o), and the method of
production.

PET DETECTORS AND DETECTOR
CONFIGURATIONS

Detector Materials

To date, only four detector materials—all inor-
ganic scintillators— have been widely used in PET
scanners: thallium-doped sodium iodide (Nal(Tl)),
bismuth germanate (BGO), cerium-doped lutetium
oxyorthosilicate (LSO(Ce) or simply LSO), and
cerium-doped gadolinium oxyorthosilicate (GSO(Ce)
or smply GSO) (Table 2).71213

The most important practical features of scintil-
lation detectors include high mass density (p) and
effective atomic number (Z;), high light output,
and speed (Table 2). A high mass number and high
effective atomic number maximize the crystal
stopping power (ie, linear attenuation coefficient
w) and therefore the detection of radiations. In
addition, a higher-atomic number crystal will have
a higher proportion of photoelectric than Compton
interactions,” facilitating energy discrimination of
scattered photons. High light output reduces statis-
tical uncertainty (noise) in the scintillation and
associated electronic signal and thus improves
energy resolution and scatter regjection. A fast
crystal (ie, acrystal with a short scintillation decay
time) alows the use of a narrow coincidence
timing window, 7, reducing the randoms count
rate. Other detector considerations include: trans-
parency of the crystal to its own scintillations (ie,

minimal self-absorption); matching of the index of
refraction (n) of the crystal to that of the photode-
tector (specifically, the entrance window [n =~ 1.5]
of a photomultiplier tube [PMT]); matching of the
scintillation wavelength to the light response of the
photodetector (the PMT photocathode, with maxi-
mum sengitivity in the 390-410 nm, or blue,
wavelength range); and minimal hygroscopic be-
havior.”

Nal(Tl) crystals were used in the original PET
scanners. Higher-density and -effective atomic ma-
terials, such as BGO, LSO, and GSO, have
emerged as the detectors of choice for PET be-
cause of their greater stopping power for 511-keV
annihilation y-rays (Table 2). Note, for example,
that the attenuation length for 511-keV y-raysis at
least twice as long in Nal(Tl) asin BGO, GSO, or
LSO. Among the latter three materials, GSO and
LSO have a faster light output—nearly 10-fold
faster—than BGO, with LSO having a much greater
light output—approximately 3-fold greater—than
either BGO or GSO. GSO has somewhat better
energy resolution, and scatter rejection capability,
than either BGO or LSO.

A notable disadvantage of LSO is the presence
of a naturally-occurring long-lived radioisotope of
lutetium, lutetium-177.7 Lutetium-177 has an iso-
topic abundance of 2.6% and a haf-life of ~4 X
10 years and emits two prompt y-rays (88%
abundance) of 201 and 306 keV in energy; the
summed energy of 507 keV fals well within the
511-keV energy windows commonly used in PET
scanners. The presence of lutetium-177 resultsin a
measured background count rate of 240 cps/cm?® of
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L SO and singles and trues count rates of 100,000
and 10,000 cps, respectively, in clinical LSO PET
scanners. Although the former has a negligible
effect on typical emission scans, the latter would
significantly increase the statistical uncertainty
(noise) in single-photon transmission scans (eg,
with cesium-137) used for attenuation correction.”

Detector Configurations

Most commonly in dedicated PET scanners,
detectors are arranged in rings or polygonal arrays
of discrete, small-area detectors completely encir-
cling the patient (Figs 3A-C). In such systems,
multi-coincidence fanbeam detection is used, with
each detector element operated in coincidence with
multiple opposed detector elements. For a ring
comprised of N detector elements, atotal of N/4 to
N/2 fanbeamsis acquired. Inrings, each element is
typically in coincidence with about half of the total
detectors in the ring and in polygonal arrays with
the opposed detector bank. PET systems with only
partial detector rings are less expensive but require
rotation of the detector assembly about the longi-
tudinal axis of the patient to complete acquisition
of the projection data (Fig 3B). In addition, con-
tinuous, large-area detectors, such as those found
in multi-head Anger camera systems and used for
single-photon emission computed tomography
(SPECT), have now been appropriately modified
and are used for coincidence imaging of positron
emitters (Fig 3D). With two or even three such
detectors, rotation (180 or 120°, respectively) is
required for complete angular sampling. Alterna-
tively, large-area detectors may be arranged in a
polygon (if flat) or in a circle (if curved) com-
pletely encircling the patient (Fig 3E and F); such
systems have been manufactured using GSO as
well as Nal(Tl).

Technical performance improves but cost in-
creases as one progresses from dual-head coinci-
dence Anger cameras at the low end to partial rings
to polygona arrays to multiple full rings at the
high end—multiple rings being the prevailing con-
figuration among current dedicated PET scanners.2
Clinical performance, specifically, lesion detect-
ability improves as well, as demonstrated in a
study by Kadrmas and Christian's using a realistic
whole-body anthropomorphic phantom with mul-
tiple focal lesions with clinically redlistic dimen-
sions and lesion-to-background activity concentra-
tion ratios. Lesion detectability was clearly best

Table 2. Physical Properties of PET Scintillators?

Relative
Probability of

Energy
Resolution

Effective

Scintillation Scintillation

Light Output
(photons

Linear Attenuation Photoelectric

Atomic

Hygroscopic Refractive

at 511 keV
(% FWHM)

wavelength, A

Decay Time

Coefficient, u, for Interaction

511-keV y-rays (/cm)

Number,

Density, p

Index, n

(Y/N)?

(nm)

per MeV) (nsec)

(%)

Zett

(gm/cma)

Composition

Material

2.15

300 480 12

40 9,000

0.95
€2 (2 cm) = 0.72%

7.1 75

Bi,Ge;0,,

Bismuth

Germanate

BGO
Gadolinium

1.85

440

8,000

25

0.70
€2 (2 cm) = 0.57%

Gd,SiOg: 6.7 59

Oxyorthosilicate Ce

GSO
Lutetium

1.82

30,000 40 420 10

32

0.88
€2 (2 cm) = 0.69*%

7.4 66

Lu,SiO:Ce

Oxyorthosilicate

LSO
Sodium lodide

1.85

410

230

17

0.34
€2 (2 cm) = 0.24%

51

3.7

Nal:TI

41,000

Nal(TI)

*The intrinsic efficiency of 2-cm thick coincidence detectors for 511-keV annihilation y-rays.
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Fig 3. PET scanner detector configurations. (A) Multiple full rings of detector blocks comprised of discrete, small-area detector
elements. (B) Multiple partial rings of detector blocks comprised of small-area detector elements. (C) Hexagonal array of detectors
banks comprised of small-area detector elements. (D) Opposed large-area detectors such as Anger cameras. (E) Hexagonal array
of large-area detectors. (F) Circular arrangement of six large-area, curved detectors. Inset: Multi-coincidence fanbeam detection
used in detector rings and arrays of small-area detectors. Such fanbeam transverse sampling data are generally treated as

parallel-beam data. Adapted from Cherry et al® with permission.

among the multiple-ring systems and poorest
among coincidence Anger camera systems, with
the most pronounced differences for the smallest
lesions (Fig 4).

Early PET detectors consisted of a single scin-
tillation crystal backed by a single PMT, with the
cross-sectional dimensions of the crystal defining
the coincidence LOR and thusintrinsic (ie, crystal)
spatial resolution. To improve spatial resolution,
therefore, greater numbers of smaller crystals are
required. Thus, the practically achievable miniatur-
ization of PMTs and associated electronics and the
cost of large numbers of detectors, PMTSs, etc,
representing well over half of the costs of PET
scanners,’6 limit intrinsic resolution. The block
detectort217 was an ingenious solution to this
limitation.

A block detector consists of alarge cubic piece
of scintillator (2 X 2to 3 X 3 cm in cross section
by 2 to 3 cm in depth) partially cut, or scored,
depth-wise into a rectangular array of detector
elements (Fig 5A). The cuts are filled with reflec-
tive materia to optically isolate the detector ele-
ments from one another and to maximize light
collection efficiency by the PMTs backing the
scintillator. Crystal elements with a somewhat
smaller cross-section improve spatial resolution—

but only to a certain point. As the cross-section of
detector elements is reduced and the number of
elements increased, the number of cuts and there-
fore the fraction of the scintillator face occupied by
the filling material increase. As aresult, the detec-
tor element packing fraction (ie, the fraction of the
scintillator face occupied by scintillation material)
and therefore the intrinsic sensitivity decrease.
The depth of the cuts into the crystal is not
uniform but increases from approximately half the
thickness at the center to nearly the full thickness
at the edge of each side of the scintillator (Fig 5A);
the actual depths of the cuts are determined empir-
ically to yield a spatialy linear distribution of light
among the four PMTs—in a2 X 2 array— backing
the scintillator. The position at which the annihi-
lation +y-ray strikes the scintillator is then deter-
mined by Anger arithmetic. The response of the
block detector is not uniform (Fig 5B). Rather,
recorded events are clustered at points correspond-
ing to the individual detector elements and then
assigned to a specific element in the two-dimen-
sional array using a look-up table derived by
uniform irradiation of the scintillator. The major
advantage of the block detector is that it allows an
array of many small detector elements (typically
8 X 8 = 64) to be spatially encoded using only
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Fig 4. Comparative coronal im-
ages, obtained with seven commer-
cially available systems, of a whole-
body anthropomorphic phantom
with 27 focal lesions filled with the
positron-emitter sodium-22. The le-
sions were lucite spheres of inner
diameters 7, 8, 12, and 16 mm and
volumes 0.17, 0.27, 0.91, and 2.10
mL, respectively, and were filled
with activity concentrations 4, 6, 10,
and 16 times that in the background
soft tissues. The total activity in the
phantom at the start of each scan
was 3 mCi. The systems evaluated
included: three BGO dedicated full-
ring PET scanners, the Advance
(General Electric), the ECAT EXACT
HR+ (Siemens-CTl, Knoxville, TN),
and the ECAT EXACT HR961 (Sie-
mens-CTl); a Nal(Tl) dedicated PET
scanner with six large-area curved
crystals, the C-PET (Philips-ADAC,
Milpitas, CA); two Nal(Tl) hybrid
PET-SPECT scanners with two An-
ger cameras, the Irix (Marconi Med-
ical Systems, Cleveland, OH) and
the Vertex MCD (Philips-ADAC);
and a Nal(Tl) hybrid PET-SPECT
scanner with three Anger cameras,
the Axis (Marconi Medical Systems).
Data were processed using the
manufacturer-supplied software with
manufacturer-suggested default pro-
cessing parameters. Lesion detect-
ability performance was clearly best
among the BGO systems and poor-
est among the hybrid PET-SPECT
systems. Reproduced from Kadrmas
and Christian'> with permission.

four PMTs rather than one PMT per element,
yielding high spatial resolution while minimizing
COosts.

In modern ring-detector PET scanners (Table
2),716 there are typically three to four rings of 100
to 200 block detectors each. There are about 6 to 8
cuts per block detector, yielding an array of 6 X
6=361t08 X 8 =64 elements4 X 4t06 X 6 mm
each. Overadll, therefore, there are atotal of 10,000
to 20,000 detector elements. Ring diameters range
from 80 to 90 cm, the patient ports and transaxial
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HRY961

fields of view from 50 to 70 cm, and the axial (or
longitudinal) fields of view from 20 to 30 cm,
typically yielding about 50 transaxial image planes
each 2 to 4 mm thick.

An important refinement of the block detector is
“quadrant (or light) sharing,®” where a two-by-two
array of four larger PMTs not only backs a single
scintillator block but each PMT in the array also
backs the corner of an adjacent block (Fig 5C).
This reduces the total number of PMTs by a factor
of four and thus reduces overall cost. Disadvan-
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Fig 5. (A) Diagram of a typical block detector composed of a partially and variably scored scintillator crystal (photo) coupled to
a 2 x 2 array of PMTs. (B) “Uncorrected” block detector image of a uniform radiation source. The detector response is nonuniform,
with the recorded events clustered at points corresponding to the individual detector elements. (C) Arrangement of PMTs in a
standard and in a quadrant-sharing block detector. In a standard block detector, a 2 x 2 array of PMTs backs a single scintillator
crystal. In a quadrant-sharing block detector, each PMT in the 2 x 2 array backs the corners (or quadrants) in adjacent crystals. (D)
Diagram of a phoswich block detector, comprised of adjacent layers of two materials with different scintillation decay times.
Adapted from Cherry et alé with permission. (Color version of figure is available online.)

tages of quadrant sharing include higher deadtime
count losses and more involved detector servicing
because of the nonmodular design.

A notable refinement of PET scintillators has
been the use of adjacent layers of two different
materials with significantly different scintillation
decay times (such as LSO and GSO, with decay
times of approximately 40 and 60 nsec, respec-
tively); this is known as phoswich (Fig 5D).
Based on the pulse shape of the scintillation signal,
the interaction of the annihilation y-ray can there-
fore be localized to one or the other half of the
phoswich detector. The resolution-degrading
depth-of-interaction effect is therefore reduced by
a factor of two. However, the fabrication of
phoswich is more complex than that of single-
component detectors, and to date it has not been
widely used in commercial PET scanners.

A recently developed dternative to the block

detector is the pixelated detector matrix 61618
wherein individual small-area detectors elements
(typically 4 X 6 mm in cross-section by 20 mm in
depth) are fixed onto a continuous light guide
backed by a close-packed array of PMTs (Fig 6).
Pixelated detectors (PIXELAR™) are used in the
PhilipssADAC (Milpitas, CA) Allegro PET scan-
ner and Gemini PET-CT scanners.

Two-Dimensional (2D) Versus Three-
Dimensional (3D) Data Acquisition

PET ring scanners originally employed lead or
tungsten walls, or septa, positioned between and
extending radially inward from the detector ele-
ments (Figs 7A—C). The Advance PET scanner
(Genera Electric Medical Systems, Milwaukee,
WI), for example, uses tungsten septa 1 mm thick
and 12 cm long. In this approach, known as 2D
PET, these interring annular septa define plane-by-
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Fig 6. The Pixelar™ (Philips-ADAC) pixelated GSO detector, comprised of individual small-area detectors elements (A) fixed
onto a continuous light guide backed by a close-packed array of PMTs (B). (Color version of figure is available online.)

plane LORs and largely eliminate out-of-plane
annihilation -y-rays. By minimizing the contribu-
tion of out-of-plane randoms and scatter, image
quality is optimized, especially for large-volume
sources (ie, as in whole-body PET). However, 2D
PET aso eliminates most trues and thus reduces
sengitivity considerably. Typically, both “direct”
and “cross’ image planes are reconstructed from
LORs within the same detector ring (correspond-
ing to a so-called “ring difference (A)” of 0) and
between two adjacent detector rings (ring differ-
ence of = 1), respectively. In the EXACT HR +
2D (Siemens-CTI1) PET scanner, for example, 32
detector rings span an axial field of view (FOV) of
15.5 cm, yielding a total of 63 contiguous image
planes comprised of 32 direct and 31 cross planes;
in general, a scanner with n rings of detector
elements yields a total of (2n — 1) image planes.
The cross-planes lie halfway between the direct
planes defined by detector elements and, concep-
tualy, can be assigned to a “virtual” ring of
detectors lying midway between two adjacent de-
tector rings. Because the cross-plane images result
from two LORs and the direct-plane images from
only one, the cross-plane image sensitivity is about

twice that of the direct-plane images (Figs 5A-C).
This results, in an uncorrected PET study of a
uniform volume source, in alternating lower-count
and higher-count transverse section images. In the
newer 2D PET systems, LORs among as many as
three adjacent rings, corresponding to a ring dif-
ference of = 3, are used to improve sensitivity.
Increasing the ring difference does, however, de-
grade spatial resolution somewhat.

Sensitivity can be increased substantially by
removing the septa altogether and including coin-
cidence events from all of the LORs among all the
detectors (Fig 7D)—a system with ~10,000 detec-
tor elements has approximately 100 million LORs.
This is known as three-dimensional (3D) PET,*°
and is widely used among state-of-the-art PET
scanners. (“Collimator-less’ Anger camera-based
coincidence imaging of positron emitters is inher-
ently 3D.) Sensitivity is increased approximately
fivefold in 3D relative to 2D PET—but with a
considerable increase in the randoms and scatter
count rates. Clinically, the scatter-to-true count
rate ratios range from 0.2 (2D) to 0.5 (3D) in brain
and from 0.4 (2D) to 2 (3D) in the whole body.6 To
compensate for the increase in scatter count rates,
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sensitivity profiles. (A-C) 2D data acquisition with a ring difference A of 0 (direct planes only), 1, and 3, respectively. (D) 3D
(septa-less) data acquisition. The sensitivity profiles show the nonuniformity of response as a function of position along the axial

FOV. Adapted from Cherry et al® with permission.

detectors (such as GSO and LSO) with better
energy resolution” and accurate scatter-correction
algorithms® are required for 3D PET. And, to
minimize the increased randoms count rates and
deadtime count-rate losses, shorter coincidence
timing windows, and therefore faster detectors
(such as GSO and LSO), are required. Data pro-
cessing time, for 3D PET is about an order of
magnitude longer than for 2D PET.16:20

In contrast to the relatively uniform axial sensi-
tivity for 2D PET, the axial sensitivity profile for a
3D PET scanner is triangular and peaked at the
center of the field of view (Fig 7D). Thus, whole-

body 3D PET studies require considerable overlap
of adjacent bed-position acquisitions—optimally,
one-half of the axial FOVs'620—to yield uniform
sensitivity over the resulting whole-body images.
In PET in general and 3D PET in particular, itis
important that the ends of the detector assembly
are adequately shielded to minimize the contribu-
tion of counts from activity outside the axial FOV.

PET PERFORMANCE

An extensive series of parameters have been
developed over the years to characterize PET
scanner performance, and detailed data acquisition
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Fig 8. Physical aspects of positron-negatron annihilation and their effects on PET spatial resolution. Positrons travel a finite
distance before undergoing annihilation. The range-related blurring of PET images, FWHMg,,4.. is determined by the perpendicular
distance (ie, the range) rather than the total path length traveled by the positron from the decaying nucleus and is approximately
equal to the root-mean-square (rms) range, R,,,..2%2° In addition, the 511-keV annihilation y-rays resulting from positron-negatron
annihilation are not exactly colinear, that is, they are emitted 180 + 0.25° apart.2¢ The noncolinearity-related blurring, FWHM, 3¢,
may be calculated geometrically and depends on the separation, D, of the coincidence detectors.®

and analysis protocols have been promulgated for
this purpose.2t-23 The discussion below, however,
addresses only several key parameters—sensitiv-
ity, spatial resolution, and noise-equivalent count
rate.

Spatial Resolution

The overall spatial resolution (expressed as the
full-width half-maximum [FWHM] of the line
spread function) of PET scanners results from a
combination of physical and instrumentation fac-
tors. There are several important limitations im-
posed on resolution by the basic physics of
positron-negatron annihilation (Fig 8). First, for a
given radionuclide, positrons are emitted over a
spectrum of initial kinetic energies ranging from O

to a characteristic maximum, or endpoint, energy,
E o the associated average positron energy, E, is
approximately one-third of its endpoint energy,

_ 1
E~ 3 E- Positrons will therefore travel a finite

distance from the decaying nucleus ranging from 0
to a maximum called the extrapolated range, R,
corresponding to its highest-energy positrons. For
positron emitters used to date in PET, the maxi-
mum energies (E.,) vary from 0.58 to 3.7 MeV,
the extrapolated ranges (R.) from 2 to 20 mm, and
the root-mean-square (rms) ranges (R0 from 0.2
to 3.3 mm (Table 1). Although the finite positron
range acts to degrade spatial resolution,2* the
range-related blurring is mitigated by the spectral
distribution of positron energies for a given radio-
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Fig 9. Effects of positron range on PET spatial resolution. (A) The spatial dispersion of positron-negatron annihilations for
fluorine-18 (E,,., = 640 keV) and oxygen-18 (E,,.,. = 1720 keV) as determined by Monte Carlo simulation (10,000 histories). The
annihilations for the higher-energy oxygen-18 positrons are clearly more widely dispersed than those for the lower-energy
fluorine-18 positrons. (B) A graphical representation of the resulting range-related blurring in PET, FWHMg 4. as determined by
Monte Carlo simulation (100,000 histories): 1.03 mm and 4.14 mm for fluorine-18 and oxygen-15, respectively. Reproduced from

Levin and Hoffman25 with permission.

isotope as well as the characteristically tortuous
path positrons travel; these effects are reflected by
the fact the rms positron ranges are nearly 10-fold
shorter than the extrapolated positron ranges
(Table 1). The perpendicular distance the positron
travels is thus considerably shorter than the actual
path length it travels (Fig 8). The overall effect
of positron range on PET spatia resolution,
FWHM ;e is illustrated quantitatively in Fig 9.
The positron range degrades spatial resolution by
only ~0.1 mm for fluorine-18 (E,, ., = 640 keV)
and ~0.5 mm for oxygen-15 (E ..« = 1720 keV);25
these values are much closer to the respective rms
positron ranges, 0.2 and 0.9 mm, than to the
respective extrapolated positron ranges, 2.3 and
8.0 mm.

The second physics-related limitation on PET
performance is the noncolinearity of the two anni-

hilation photons. because a positron actually has
some small residua (nonzero) momentum and
kinetic energy at the end of its range, the two
annihilation photons are not emitted exactly back-
to-back (ie, 180° apart) but deviate from colinear-
ity by up to 0.25°.26 The noncolinearity related
blurring, FWHM g4, varies from ~2 mm for an
80-cm diameter whole-body PET to ~0.7 mm for
a 30-cm diameter brain PET to ~0.3 mm for a
12-cm diameter small-animal PET (Fig 8).6
Among instrumentation-related determinants of
overall spatial resolution are the intrinsic detector
resolution and, for multi-detector ring PET scan-
ners, the depth-of-interaction effect. For discrete,
small-area detectors, resolution is determined by

w
the detector width (w), increasing from > midway
between opposed coincidence detectors to w at the



PET PRINCIPLES AND TECHNOLOGY

face of either detector.6 For continuous, large-area
detectors with an empirically determined intrinsic
resolution of FWHM; yinse: Fesolution increases
FVVI—”\/Iimrinsic .

from — 05 midway between the opposed
detectors t(\) FWHM,;
detector.5

For PET systems using rings of discrete,
small-area detectors, the depth of the detector
elements (2-3 cm) results in a degradation of
spatial resolution termed the depth-of-interac-
tion (DOI) or parallax effect.6 With increasing
radial offset of a source from the center of a
detector ring, the effective detector width and,
with it, the intrinsic resolution increase® In
whole-body PET scanners, the detector depth is
typically 2 to 3 cm (20 to 30 mm), the detector
width about 4 mm, and the detector ring diam-
eter about 80 cm (800 mm) and the DOI effect
thus degrades spatial resolution by 50% at 10 cm
from the center of the detector ring.

at the face of either

ntrinsic

Sensitivity

System sensitivity (the measured event rate per
unit activity) is determined by the combination of
geometric efficiency (the fraction of emitted radi-
ations striking the detector) and intrinsic efficiency
(the fraction of radiations striking a detected which
are stopped in and counted by the detector). The
geometric efficiency is equivalent to the fractional
solid angle at the source subtended by the detector.
For aring detector of depth d and diameter D and
ignoring the small interdetector area, the geometric
efficiency (g) decreases linearly from approxi-

d
mately D at the center to O at the end of the ring,

d
yielding an average geometric efficiency of 5.6

Based on the exponential attenuation of radiation,
the single-photon intrinsic efficiency (e) is given
by 1-e ", where u is the linear attenuation coef-
ficient (in cm) of the detector material for 511-keV
y-rays and d is the thickness (in cm) of the
detector. For coincidence detection of the two
511-keV annihilation +y-rays, the intrinsic effi-
ciency is actualy e.2 Because of the quadratic
dependency on intrinsic sensitivity for ACD, the
differential stopping power for 511-keV vy-rays is
accentuated: for BGO and LSO, €2 is nearly 50%
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greater than for GSO and nearly three-fold greater
than for Nal(Tl) (Table 2).

PET system sensitivities, for a point source at
the center of the FOV, range from 0.2 to 0.5%
(74-185 cps/uCi) for 2D scanners to 2 to 10%
(740-1850 cps/uCi) for 3D scanners.® SPECT
system sensitivities, on the other hand, typicaly
have 10- and 100-fold lower sensitivities than 2D
and 3D PET scanners, respectively.

Noise-Equivalent Count Rate (NECR)

The noise-equivalent count rate (NECR),2223
defined as follows, is a particularly important
parameter of practical PET performance:

2

T
NECR=—T+S+R 2

where T, S, and R = the trues, scatter, and
randoms count rates, respectively. The maximum
NECR is thus the optimal count rate for a partic-
ular scanner. For 2D scanners, the interdetector
septa effectively reduce the contribution of the
scatter and randoms count rates such that the
NECR is essentially equivaent to the trues rate.
Thus, for 2D scanners, the NECR increases lin-
early with activity and there is no optima count
rate or activity (Fig 10). For 3D scanners, on the
other hand, the trues and scatter count rates are
proportional to the activity while the randoms
count rate is proportional to the square of the
activity. Thus, there exists a well-defined optimum
activity for 3D scanners (Fig 10). The faster the
detectors, and therefore the shorter the coincidence
timing window, the lower the randoms count rate
for a given activity and the higher the activity at
which the maximum NECR occurs and the higher
the value of the maximum NECR. A “fast” 3D
L SO scanner (coincidence timing window: ~6 ns)
has a maximum NECR several-fold higher than
that of a “slower” 3D BGO scanner (coincidence
timing window: ~12 ns) (Fig 10). A fast 3D
scanner allows the use of higher administered
activities and yields high “usable” count rates,
short scan durations, and accelerated patient
throughput. At clinical activities (eg, 185 MBq =
5 mCi to 370 MBq = 10 mCi of fluorine-18), even
“dow” 3D scanners have substantially higher sen-
sitivities and NECRs than 2D scanners.
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Fig 10. NECR curves, that is, noise-equivalent count rate (NECR)-versus-activity concentration curves for 2 BGO-based
multi-ring PET scanners, the Siemens-CTI (Knoxville, TN) HR+ and EXACT, and an LSO-based multi-ring scanner, the Siemens-CTI
Accel. A typical NECR curve (dashed line) for a 2D multi-ring PET scanner is shown for comparison. Adapted from Tarantola et al'®

with permission.

DATA PROCESSING: NORMALIZATIONS AND
CORRECTIONS, IMAGE RECONSTRUCTION,
AND QUANTITATION

Deadtime Correction

PET scanners have a finite deadtime and asso-
ciated count losses. The deadtime is the length of
time required for a counting system to fully pro-
cess and record an event, during which additional
events cannot be recorded. As a result, the mea-
sured count rate is systematically lower than the
actual count rate. Such count losses are significant,
however, only at “high” count rates (ie, greater
than the inverse deadtime expressed in seconds).
For multi-detector ring PET systems, deadtime
count losses are generally minimal at clinica
administered activities. Nonetheless, a real-time
correction for deadtime count losses is routinely
applied to the measured count rates. Most com-
monly, this is performed by scaling up the mea-
sured count rate, either per LOR or globally, based
on an empirically derived mathematical relation-
ship between measured and true count rates.

Randoms Correction

Randoms increase the detected coincidence
count rate by contributing spuriously placed coin-
cidence events and thus reduce image contrast and
distort the relationship between image intensity
and activity concentration. The standard approach
to randoms correction, the “delayed window”
method,?” is based on the fact that the random-
coincidence y-rays are temporally uncorrelated (ie,
not simultaneously emitted). Briefly, once singles
in the coincidence timing window (typicaly 6-12
ns) are detected, the number of singlesin atiming
window equal in duration to, but much later (>50
ns later) than, the coincidence timing window are
determined. The number of events in the delayed
timing window provides an estimate of the number
of randoms in the coincidence timing window.
Real-time subtraction of the delayed-window
counts from the coincidence-window counts for
each LOR thus corrects for randoms.

Normalization

Even optimaly performing PET scanners ex-
hibit some nonuniformity of response. Among the
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10,000 to 20,000 detector elements in a modern
ring scanner, dlight variations among the detector
elements in thickness, light emission properties,
electronics performance etc result in dlightly dif-
ferent LOR count rates for the same activity. In
principle, nonuniform response can be corrected by
acquiring data for a uniform flux of annihilation
y-rays.620 |f LOR; is the total number of LORs
and atotal of Nt eventsis acquired in the normal-
ization scan, the average number of counts per
LOR, N, or, is simply:

_ Ny
Nior = {oR; 3)

For the LOR between detectorsi and j, LOR;;, with
measured number of events N;;, the normalization
factor NF; is.

NLOR

NF; = N_,] ©)

and, for the scan of a patient, the normalized, or
corrected, number of events, Cjj, in this LOR is:
Cij = NF;C;; ®)

where C;; = the raw, or uncorrected, number of
events in the LOR between detectors i and j.

The normalization scan can be performed using
a positron-emitting rod source (eg, germanium-68)
spanning the entire axial FOV and rotating it
around the periphery of the FOV, exposing the
detector pairs to a uniform photon flux per revolu-
tion. Alternatively, a uniform cylinder of a
positron-emitting radionuclide can be scanned and
the data thus acquired anaytically corrected for
attenuation; for a well-defined geometry such as a
uniform cylindrical source, this correction is
straightforward. However, for 3D PET, the contri-
bution of, and correction for, scatter with such a
large-volume source are nontrivial. In practice,
either approach is somewhat problematic because
of statistical considerations. With approximately
10,000 (10 detector elements and 100 million
((10%% = 108 LORsin a3D PET scanner, even at
a count rate of one million (10°) cps it would take
severa days to acquire the number of counts per
LOR, 10,000, required to reduce the statistical
uncertainty per LOR normalization factor to 1%.
Alternatively, therefore, the response per detector,
rather than per LOR, can be measured and the LOR
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normalization factors then calculated. This would
require 10,000-fold fewer counts to achieve the
same statistical uncertainty, 1%, as required by
direct measurement of the LOR normalization
factors. An optimum approach to normalization,
especialy for 3D PET, remains to be devised.28

Scatter Correction

Like randoms, scatter resultsin generally diffuse
background counts in reconstructed PET images,
reducing contrast and distorting the relationship
between image intensity and activity concentra-
tion.20 Scatter is particularly problematic in PET
because of the wide energy windows (eg, 250 to
600 keV) used to maintain high sensitivity in the
face of the relatively coarse energy resolution
(~10% or greater) of PET detectors.2° In 2D PET,
scatter correction is rather straightforward. Once
the randoms correction has been applied, the pe-
ripheral “tails’ in the projection-image count pro-
files, presumably due exclusively to scatter, are fit
to a mathematical function and then subtracted
(deconvolved) from the measured profile to yield
scatter-corrected profiles for tomographic image
reconstruction.620 Although this approach works
reasonably well for 2D PET and small source
volumes (eg, the brain) in 3D PET, it is not
adequate for 3D PET generally.20.30.31 Scatter cor-
rections for 3D PET include:2030 dual energy
window-based approaches; convolution/deconvo-
lution-based approaches (analogous to the correc-
tion in 2D PET); direct estimation of scatter
distribution (by Monte Carlo simulation of the
imaging system); and iterative reconstruction-
based scatter compensation approaches (also em-
ploying Monte Carlo simulation). The Monte Carlo
simulation and subtraction of scatter are now
practical and have been implemented in commer-
cial PET scanners.

Attenuation Correction

Attenuation correction is the largest correction
in PET. However, one of the most attractive
features of PET is the relative ease of applying
accurate and precise corrections for attenuation,
based on the fact that attenuation depends only on
the total thickness of the attenuation medium (Fig
11). For a positron-emitting source and a volume
of thickness L, the attenuation factor is e *- and
the attenuation correction factor - regardless of
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Fig 11. Attenuation of annihilation y-rays depends only on the total thickness (L) of the absorber, that is, it is independent of

the position of the source relative to the absorber.

the position of the source. Accordingly, a rod
source of apositron emitter such as germanium-68
may be extended along the axial FOV and rotated
around the periphery of the FOV first with and then
without the patient in the imaging position to
acquire the transmission and blank scans, respec-
tively. The attenuation correction factor (ACF) can
then be derived from the ratio of the countsin these
respective scans.

ACF” = e’LLij (Ga)
_ [(C)Blank]ij
[(C)Trans] ij (Gb)

where ACF;; = the attenuation correction factor
between coincident detectors i and j, L = the

thickness of the volume between coincident detec-
torsi and j, and [(C)gjanudi; and [(C)rrandij = the
external-source counts between detectorsi and j in
the blank and transmission scans, respectively. In
practice, a blank scan is acquired only once a day.
The transmission scan can be acquired before the
patient has been injected with the radiopharmaceu-
tical, after the patient has been injected with the
radiopharmaceutical but before or after the emis-
sion scan, or after the patient has been injected
with the radiopharmaceutical and at the same time
as the emission scan. Preinjection transmission
scanning avoids any interferences between the
emission and transmission data but requires that
the patient remain on the imaging table before,
during, and after injection of the radiotracer. It is
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the least efficient operationaly and is rarely used
in practice. Postinjection transmission scanning
minimizes the effects of patient motion, relying on
the much higher external-source count rates for
reliable subtraction of the emission counts from the
transmission counts. It is probably the most com-
monly used approach in “PET-only” scanners.
Simultaneous emission/transmission scanning is
obvioudly the most efficient (fastest) approach but
may result in excessively high randoms and scatter
counter rates in the emission data. The GE Ad-
vance employs postinjection transmission scanning
using two germanium-68 rod sources each with
370 MBq (10 mCi) and a 4-to 6-minute transmis-
sion scan per bed position.

A notable refinement of transmission scan-based
attenuation correction is the use of a single-photon
emitter such as cesium-137 in place of a positron
emitter.32-35 The PhilipssADAC Allegro, for exam-
ple, employs a single 370- to 740-MBq (10- to
20-mCi) cesium-137 rod source. For equal-activity
sources, germanium-68 results in much lower
count rates and longer transmission scan times than
cesium-137 because coincidence counting of the
germanium-68 results in rejection of most of its
annihilation y-rays. In addition, cesium-137 (30
years) has a much longer half-life than germani-
um-68 (287 days), and therefore a cesium-137
transmission source does not have to be replaced
while a germanium-68 source must be replaced
periodically. At the same time, the energy of the
cesium-137 y-ray, 662 keV, is significantly higher
than that of the 511-keV annihilation -y-rays and,
with the excellent energy resolution of GSO, there
is less interference of a cesium-137 transmission
scan by activity in the patient. As a result, trans-
mission scans can be acquired more quickly since
the counting statistics requirements are consider-
ably less than for reliable subtraction of equal-
energy transmission and emission counts. How-
ever, because of the difference in energies, 662
versus 511 keV, the ACFs derived from a cesium-
137 transmission scan must be scaled dlightly to
adjust for the differential attenuation between 662-
and 511-keV y-rays.

Another important refinement in transmission
scan-based attenuation correction is the use of
segmentation.3 In segmented attenuation correc-
tion, the regional ACFs are not measured. Rather,
the transmission scan is used to visualize the
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patient’s internal anatomy and then partition, or
segment, it into the visualizable compartments of
soft tissue, bone, and lung (air). The appropriate
linear attenuation coefficients (u)—for 511-keV
y-rays, 0.095 cm for soft tissue, 0.13 cm for bone,
and 0.035 cm for lungé—are then applied to these
respective tissue compartments and the overal
ACFs calculated. An important advantage of this
approach isthat far fewer counts are required in the
transmission data.3” As aresult, transmission scans
for segmented attenuation correction are much
faster—only 1 to 2 min—than for nonsegmented
correction (4 to 6 min).

With the recent introduction of PET-CT scan-
ners,38-40 attenuation correction may now be per-
formed using CT rather than transmission sources.
A CT image is basically atwo-dimensiona map of
attenuation coefficients at the CT x-ray energy
(~80 keV). For attenuation correction of the PET
emission data, however, these must be appropri-
ately scaled to the 511-keV energy of the annihi-
lation vy-rays. The mass-attenuation coefficients
() for CT x-rays (~80 keV) and for 511-keV
annihilation y-rays are 0.182 and 0.096 cm?/gm,
0.209 and 0.093 cm?gm, and 0.167 and 0.087
cm?/gm in soft tissue, bone, and lung, respective-
ly.4t The corresponding w,, retios are therefore
1.90, 2.26, and 1.92, respectively. Thus, ACFs
derived from CT images cannot be scaled to those
for 511-keV annihilation y-rays ssimply using a
global factor. Accordingly, CT-based attenuation
correction in PET has been implemented using a
combination of segmentation—to delineate the soft
tissue, bone, and lung compartment—and variable
scaling—to account for the different w,, ratios in
these respective tissues4r Commercia PET-CT
scanners employ high-end (up to 16 dlices) spira
CT scanners, and CT-based attenuation correction
therefore not only provides optimal segmentation
of tissue compartments but is also much faster than
transmission-based corrections. However, CT-
based attenuation correction is not without compli-
cations.384243 Most notably, in areas of the body
with materials (such as metallic implants or foci of
intravenous contrast) with radiodensities far higher
than those for tissues, the attenuation may be
over-corrected, resulting in the calculation of spu-
riously high activity concentrations. For this and
other reasons, the Gemini PET-CT (Philips-
ADAC) includes cesium-137 transmission line
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Fig 12. (A) In 2D PET, the emission data are the one-dimensional projections (sets of parallel line-integrals) of the direct planes
at the azimuthal angles ¢ relative to the axis of the scanner. In the sinogram, each row represents the projected intensity across
a single direct plane and each column the projected intensity at the same distance x, across the projection at successive azimuthal
angles ¢. (B) In 3D PET, the projections are two-dimensional (x,.y,) parallel line-integrals with azimuthal angle ¢ and oblique angle
0. The 3D projection data are represented as a set of sinograms, with one sinogram per polar angle 0, each row representing the
projected intensity across a single polar angle 0 and each column the projected intensity at the same position xr across the
projection at successive azimuthal angles ¢. Reproduced from Defrise and Kinahan#4 with permission.

sources and either a CT- or a transmission scan-
based attenuation correction may be applied.

Image Reconstruction

Formation of quantitative PET images requires
the following data sets: an emission data file to be
reconstructed; a normalization file for correction of
the emission data for system response; a CT or a
transmission data file for attenuation correction;
and a corresponding blank (or “air”) file for atten-
uation correction. In 2D PET, the emission dataare
the one-dimensional projections (sets of parallel
line-integrals) of the direct planes at the azimuthal,
or projection, angles ¢ relative to the axis of the
scanner. The full set of 2D projection data are
usualy represented as a two-dimensional matrix in
polar coordinates (distance x,, angle ¢) known as a
“sinogram” (or “histogram”) in which each row
represents the projected intensity across a single
direct plane and each column the projected inten-
sity at the same distance x, across the projection at
successive azimuthal angles ¢ (Fig 12A).44 In 3D
PET, the projections are two-dimensional (x,,y,)
parallel line-integrals with azimuthal angle ¢ and
oblique, or polar, angle 6. The full set of 3D
projection data are then represented as a set of
sinograms, with one sinogram per polar angle 6. In
each sinogram, each row represents the projected
intensity across a single oblique plane (at polar

angle 6) and each column the projected intensity at
the same position across the projection at succes-
sive azimuthal angles ¢ (Fig 12B).44

Analytic methods for reconstruction of 3D data
characteristically suffer from incomplete sampling
of the 3D volume as aresult of thefinite axial FOV
of PET scanners. The three-dimensional re-projec-
tion (3DRP) agorithm,4546 an extension of the
standard 2D FBP algorithm (see below), has been
the most widely used 3D reconstruction algorithm
and has been implemented on commercial 3D
scanners.28 In 3DRP, unsampled data are estimated
by reconstruction and then 3D forward-projection
of an initial image set obtained by reconstruction
of the directly measured data. Such 3D reconstruc-
tion agorithms remain computer-intensive and
rather slow by clinical standards,*® however. In
addition, 3D PET emission data files are very
large. If Ny = the total size (in bytes) of the
projection data set, Ng = the number of detector
rings ~ 24 (typical value), Ny = the number of
detector elements per ring ~ 512 (typica vaue),
and N, = the depth of the data storage bins = 2

Nd
bytes, Ny = NZ — Ny = 0.3 MByte for 2D PET

2
and N; = N& ] Ny = 75 Mbytes for 3D

PET .44 Thus, 3D data sets are more than two orders
of magnitude larger than 2D data sets. It is prefer-



PET PRINCIPLES AND TECHNOLOGY

able, therefore, to reduce 3D data sets to a more
manageable size for image reconstruction— by
re-binning of the 3D set of oblique sinograms into
a smaller number of direct 2D sinograms. The
simplest method is “single-slice re-binning
(SSRB),” wherein true oblique LORs are assigned
to the direct plane midway between the two detec-
tor elements actually in coincidence.4” Although
still used on Anger camera-based systems,16 SSRB
distorts off-axis activity and thus is accurate only
for activity distributions close to the detector axis,*4
as in brain or small-animal imaging. A second
method is multi-dlice re-binning (MSRB),#8 which
is fast but is susceptible to “noise”-related arti-
facts.44 The current method of choice is Fourier
re-binning (FORE),*® based on the 2D Fourier
transform of the oblique sinograms. In contrast to
SSRB and MSRB, however, FORE cannot be
performed in real-time and thus requires the full
3D data set.

After 2D re-binning of 3D data, 2D reconstruc-
tion algorithms can used for 3D aswell as 2D PET
data. Note that processing of the emission data
after the real-time deadtime and random correc-
tions and before image reconstruction—namely,
normalization, scatter correction, and then attenu-
ation correction—is normally performed in sino-
gram space.

One of the most widely used algorithms for
reconstruction of tomographic images from 2D
data (or 3D data re-binned into 2D projec-
tions)—in SPECT as well as PET—remains fil-
tered back-projection (FBP).5° The basic procedure
is as follows: each projection is Fourier trans-
formed from real to frequency space; the projec-
tion is filtered in frequency space using a ramp
filter; the filtered projection is inverse Fourier
transformed from frequency back to real space;
and the filtered projection data in rea space are
uniformly distributed, or back-projected, over the
reconstructed image matrix.164450 The resulting
reconstructed image is inexact, however, because
the ramp filter results in the inclusion of spatial
frequencies beyond the maximum frequency im-
age-able by the scanner (ie, the Nyquist frequency,
vy)—Pproducing aiasing artifacts (such as the
“starburst” pattern emanating from discrete, high-
activity foci)—and amplifies statistical uncertainty
(noise or mottle).1644 To compensate for these
effects, low-pass, or apodizing, filters (known as
Hanning, Butterworth, etc.) are used in place of the

105

ramp filter to eliminate those spatia frequencies
above a cut-off frequency, v, set equal to vy or
some fraction thereof. Although the resulting re-
constructed images have somewhat degraded spa-
tial resolution, they are far less “noisy” (mottled).

In contrast to so-called “transform” reconstruc-
tion methods such as FBP, iterative algorithms
attempt to progressively refine estimates of the
activity distribution, rather than directly calculate
the distribution, by maximizing or minimizing
some “target function.” The solution is said to
“converge” when the difference of the target func-
tion between successive estimates (iterations) of
the activity distribution is less than some prespeci-
fied value. Importantly, iterative reconstruction
algorithms allow incorporation of realistic model-
ing of the data acquisition process (including
effects of attenuation and of scatter), modeling of
statistical noise, and inclusion of pertinent a priori
information (eg, only nonnegative count values).
The maximum-likelihood expectation maximiza-
tion (MLEM) algorithm is based on maximizing
the logarithm of a Poisson-likelihood target func-
tion.5152 The MLEM algorithm suppresses statis-
tical noise, but large numbers of iterationstypically
are required for convergence and therefore pro-
cessing times are long. To accelerate this slow
convergence, the ordered-subset expectation max-
imization (OSEM) algorithm33 groups the projec-
tion data into subsets comprised of projections
uniformly distributed around the source volume.
The OSEM algorithm, which is a modified version
of the MLEM agorithm in that the target is still
maximization of the log-likelihood function, con-
verges more rapidly than MLEM and is now the
most widely used iterative reconstruction method
in PET as well as SPECT.6 The row-action max-
imization-likelihood (RAMLA) agorithm, related
to the OSEM algorithm, has been implemented for
direct reconstruction of 3D PET data in the C-PET
and Allegro (Philips ADAC). The so-called 3D-
RAMLA agorithm, which eliminates 2D re-bin-
ning of the 3D data, employs partially overlapping,
spherically symmetric volume elements called
“blobs’ in place of voxels.165455 Reconstruction
times are fairly long by clinical standards but the
results have been excellent.s¢

Quantitation

Once the PET emission data have been corrected
for deadtime, randoms, system response (by nor-
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malization), scatter, and attenuation, the count rate
per voxel in the reconstructed tomographic images
is proportional to the local activity concentration.
To make the images quantitative, then, the count
rate per voxel (cps), Cjy, in voxel ijk should be
divided by the measured system calibration factor
([epsivoxel]/[uCilcc]), CF, to yield the activity
concentration:

[A]ijk = @ (7)

where [A]y;, = the activity concentration (uCi/cc)
in voxel ijk. The calibration factor CF can be
derived by scanning a calibrated standard, that is, a
water-filled or water (tissue)-equivalent volume
source with all linear dimensions at least twice that
of the system spatia resolution (FWHM) and with
a uniform, well-defined activity concentration at
the time of the scan. The requirement for water
equivalence is to ensure that effects such as scatter
and attenuation are comparable in both the patient
and the standard. And the requirement for linear
dimensions at least twice that of the system spatial
resolution is to ensure that the effect of partial
volume averaging and associated underestimation
of local count rates are negligible. (Unless cor-
rected for partial-volume averaging based on some
independent measure of size, activity concentra-
tions cannot be reliably determined in structures
with dimensions less than twice the system spatial
resolution.5?) In principle, assuming the emission
data for the patient and the standard are processed
identically, the geometry of the standard should be
unimportant. In practice, afairly large source such
as cylinder spanning the scanner’'s axial FOV and
approaching the transverse dimensions of typical
patients is preferable. Further, implicit in equation
(7) isthe assumption that the branching ratios, ¢, of
the positron-emitter administered to the patient and
added to the standard are identical. If not, equation
(10) must be appropriately adjusted:

Cijk gStandard
[A]ijk B @ éPatient (8)

where {pgient 3Nd {giangarg = the branching ratio of
the positron-emitting isotope administered to the
patient and added to the standard, respectively.
Typically, a more clinically relevant expression
of local activity concentration is in terms of the
decay-corrected fraction or percent of the admin-
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istered activity per cubic centimeter (cc). This
requires, however, that one precisely assay and
record the actual activity in the radiopharmaceuti-
cal syringe before and after the injection and
record the precise times of the assays and of the
scan. The percent of the injected activity per cubic
centimeter of tissue, % ID/cc, can then be calcu-
lated as follows:

% —gamdard e)‘ (tscan—tinj)
CF gPatient

(Asyringe)Pre - (Asyringe)Post

%ID/cc = X 100% (9)
where t.,, and t,, = the times of the PET scan
and of the radiopharmaceutical injection, respec-
tively, and (Asyringe)Pre and (Asyringe)Post = the net
activities (decay-corrected to the time of injection)
in the radiopharmaceutical syringe before and after
theinjection, respectively. Clinically, however, the
most widely used expression of the activity con-
centration is the standard uptake value (SUV), the
ratio of the activity concentration in tumor or other
tissue at the time of the PET scan to that of the
mean activity concentration in the total body at the
time of injection:

uCi/mL of tissue

SUV = i injectedig body mass (104)
% éStandard e)\ (tscan—tir)
CF en
_ CF dowm 100)
(Asyringe)Pre - (Awringe)Posl
M Patient

where M = the total-body mass (in gm) of the
patient.

CURRENT PET SYSTEMS

Clinical Systems

Today, turn-key PET systems, with such ad-
vanced features as detector el ements numbering in
the thousands, septa-less three-dimensional data
acquisition, and iterative image reconstruction and
yielding quantitative whole-body images with a
spatial resolution of ~5 mm in less than 20 to 30
minutes, are marketed by a number of major
manufacturers, including General Electric, Sie-
mens-CTI, and PhilipssADAC. Multiple full rings
of BGO, GSO, or LSO block or pixelated detectors
are the prevailing design among the highest-per-
forming devices. Systems comprised of rotating
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partial rings of such detectors are also available as
are systems comprised of polygons of flat or
curved large-area detectors. A detailed tabulation
of the design and performance parameters of the
major dedicated PET scanners currently available
is presented in Tables 3 and 4.

The major manufacturers of PET scanners now
also market multi-modality scanners,340 combin-
ing high-performance state-of-the-art PET and CT
scanners in a single device. These instruments
provide near-perfect registration of images of in
vivo function (PET) and anatomy (CT) and are
already having a major impact on clinical practice,
particularly in oncology.?® PET-CT devices are
currently outselling “PET-only” systems by atwo-
to-one ratio.>® Although generally encased in a
single seamless housing, the PET and CT gantries
in such multi-modality devices are separate; the
respective FOVs are separated by a distance of the
order of 1 m and the PET and CT scans are
performed sequentialy. In one such device, the
Gemini (PhilipssADAC), the PET and CT gantries
are actually in separate housings with a sizable
space between them; this not only provides access
to patients but also may minimize anxiety among
claustrophobic subjects. Moreover, in the Gemini
the distance between the PET and CT gantries may
be varied. A tabulation of the design parameters of
the CT scanners in PET-CT devices currently
available is presented in Table 5.

The gpiral CT scanners incorporated into
PET-CT devices are extremely fast, potentialy
allowing the completion of a whole-body scan in a
matter of seconds or even a single breadth hold. In
contrast, PET scanners are much slower, requiring
at least several minutes and a number of respira-
tory cycles per bed position. The use of single-
breadth CT data for attenuation correction of such
ungated, multi-breadth PET data has been shown
to introduce artifacts—both qualitative and quan-
titative—in the PET images.384243 Nehmeh and
coworkers*243 have developed and applied meth-
ods for gated PET acquisition and have demon-
strated that the foregoing artifacts can be effec-
tively eliminated by such an approach.

The clinical application of PET in genera and
PET-CT in particular is growing rapidly,58:6° espe-
cialy in oncology. With the incorporation of 16-
slice spiral CT scanners,> applications in cardiol-
ogy are likely to grow as well. At the same time,
the integration of PET and CT image data will
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likely become more seamless. With the advent of
intensity-modulated radiation therapy (IMRT), a
major clinical application of PET-CT will no doubt
be functional imaging-based treatment planning
for radiation oncology.®t PET-CT “simulators’
will require appropriate modification of PET-CT
scanners,”38 including larger patient ports (at least
70-cm-diameter continuous bore) to accommodate
the patient and any immobilization cast, position
indexing of image planesto an external marker (eg,
laser) system for correlation with the coordinate
system of the therapy unit, and respiratory gat-
ing.4243

Laboratory Systems

With the development of transgenic and knock-
out rodent models of human disease, noninvasive
imaging of small laboratory animals (ie, rats and
mice) has emerged as a key component of the
burgeoning field of molecular imaging.62-¢8 The
small sizes of such animals, and of their organs and

1 1

tumors ( ~ 100 and ~ 1000 in rats and mice,
respectively, of the corresponding sizes in hu-
mans), imposes requirements for spatial resolution
that are largely unattainable with even the highest-
performing clinical PET scanners. To address the
growing demand for ultra-high-resolution PET im-
aging of rodents, at least four manufacturers are
currently marketing dedicated laboratory systems:
the microPET (Concorde Microsystems, Knox-
ville, TN), with the “R4” designed for rodents
and the “P4" and newer “Focus’ designed for
primates;®%-71 the YAP-(S)PET (ISE, Migliarino
Pisano, Italy),”72 with both positron and single-
photon imaging capabilities; the HIDAC PET
(Oxford Positron Systems Ltd, Oxfordshire,
UK);85.73.74 and the Mosaic (PhilipssADAC).

The microPET is a 3D PET scanner employing
8X8-array, 2.1x2.1x10 mm? LSO block detectors
coupled to position-sensitive PMTs (PS-PMTSs) via
bundled 1-mm? optical fibers. A rotating and
trandlating germanium-68 source can be used for
acquiring a normalization file and for attenuation
correction. Its spatial resolution is ~2 mm, volume
resolution ~8 mm?®, and sensitivity 900 cps/uCi.
The axial and radial FOV's, respectively, are 7.9
and 10 cmfor the R4, 7.9 and 19 cm for the P4, and
7.7 and 19 cm for the Focus. The Focus achieves
improved resolution, of ~1 mm, by increasing the
detector packing fraction.



Table 3. Design and Performance Parameters of Current Commercial PET Scanners*t

Philips-ADAC
Siemens-CTI SiemensCTI Siemens-CTI GE Discovery LS GE Discovery ST Philips-ADAC Allegro/Gemini
ECAT Exact ECAT HR+ Accel GE Advance PET/CT PET/CT C-PET CPS BGO PET/CT CPS LSO PET/CT PET/CT

Patient port diameter 56.2 cm 56.2 cm 56.2 cm 58 cm 59 cm 70 cm 62 cm 70 cm 70 cm 56.5 cm
Scintillation crystal BGO BGO LSO BGO BGO BGO curved Nal(TIl) BGO LSO GSO
Total # of blocks 144 288 144 168 168 280 N/A 288 144 28
No. of crystal detectors/block 8 X8 8 X8 8 X8 6 X6 6 X6 6 X6 N/A 8 X8 8 X8 22 X 29
Crystal dimensions

Transaxial 6.39 mm 4.39 mm 6.45 mm 4.0 mm 4.0 mm 6.2 mm 47 cm circum 4.39 mm 6.45 mm 4 mm

Axial 6.39 mm 4.05 mm 6.45 mm 8.0 mm 8.0 mm 6.2 mm 30 cm 4.05 mm 6.45 mm 6 mm

Radial 20 mm 30.0 mm 25 mm 30.0 mm 30.0 mm 30.0 mm 2.54 cm 30.0 mm 25 mm 20 mm
No. of detector rings 24 32 24 18 18 24 N/A 32 24
Detector ring diameter 82.4 cm 82.4 cm 92.7 cm 92.7 cm 92.7 cm 88.0 cm 62.0 cm 82.4 cm 82.4 cm 90 cm
Total # of detectors 9,216 18,432 9,216 12,096 12,096 10,080 6 curved Nal:Tl 18,432 9,216 17,864
Transaxial field of view 58.56 cm 58.5 cm 58.5 cm 50 cm 55 cm 60 cm 57.6 cm 58.5 cm 58.5 cm 57.6 cm
Axial field of view 16.2 cm 15.5 cm 16.2 cm 15.2 cm 15.2 cm 15.2 cm 25.6 cm 15.5 cm 16.2 cm 18 cm
Slice thickness 3.37 mm 2.46 mm 3.375 mm 4.25 mm 4.25 mm 3.23 mm 4.0 mm (body) 2.43 mm 3.4 mm 2 mm
No. of slices 47 63 47 35 35 47 64 63 47 920
Coincidence timing window 7 12 ns 12 ns 6 ns 12 ns 125 ns 11.7 ns 8 ns 12 ns 6 ns 8 ns
Coincidence timing resolution 6 ns 6 ns 3ns 6 ns 6 ns 6 ns 6 ns 3ns 4ns
Energy window 350-650 keV 350-650 keV 350-650 keV 300-650 keV 300-650 keV 300-650 keV 435-665 keV 350-650 keV 350-650 keV
Sensitivity 2D trues 180 keps/uCilcc 200 keps/uCilcc 200 keps/uCilcc 217 keps/uCilcc 146 keps/uCi/cc 300 keps/uCilcc N/A N/A N/A N/A

NEMA 94 phantom
Sensitivity 2D trues+scatter 214 keps/uCilcc 244 keps/uCi/lcc 238 keps/uCi/cc 238 keps/uCi/cc - 159 keps/uCi/cc 348 keps/uCi/cc N/A N/A N/A N/A

NEMA 94 phantom
Sensitivity 3D trues
NEMA 94 phantom
Sensitivity 3 D trues+scatter
NEMA 94 phantom
2D Axial Resolution
FWHM at 0 cm
FWHM at 10 cm
FWHM at 20 cm
3D Axial Resolution
FWHM at 0 cm
FWHM at 10 cm
FWHM at 20 cm
2D Transaxial Resolution
FWHM at 1 cm
FWHM at 10 cm
FWHM at 20 cm
3D Transaxial Resolution
FWHM at 1 cm
FWHM at 10 cm
FWHM at 20 cm
Scatter fraction 2D
Scatter fraction 3D
*NEMA 1994
Randoms = Trues count rate

50% dead-time count rate

780 keps/uCilcc

1,218 keps/uCilcc

4.5 mm
5.9 mm
N/A

4.6 mm
6.5 mm
N/A

6.0 mm
6.7 mm
N/A

6.0 mm
6.7 mm
N/A
16%
36%

345 kcps

345 keps

Peak noise equivalent count rate 25 kcps

900 keps/uCilcc

1,406 kcps/uCi/cc

4.2 mm
5.0 mm
6.8 mm

3.6 mm
5.3 mm
7.8 mm

4.6 mm
5.4 mm
7.9 mm

4.6 mm
5.4 mm
7.8 mm
18%
36%

570 keps
635 kcps

38 kcps

925 keps/uCilce

1,445 kcps/uCilce

4.3 mm
6.0 mm
N/A

4.7 mm
7.1 mm
N/A

6.2 mm
6.7 mm
N/A

6.3 mm

6.8 mm

N/A

16%

36%

850 kcps (3D)
850 kcps (3D)

60 keps

1,261 keps/uCi/cc

1,941 keps/uCilce

4.2 mm
5.5 mm
7.4 mm

6.0 mm
6.3 mm
6.6 mm

5.1 mm
5.7 mm
7.2 mm

5.1 mm
6.0 mm
7.4 mm
9%
36%

486 keps (HS)
330 keps (HR)
474 keps (HS)
289 keps (HR)
40 keps

838 keps/uCilce

1,297 keps/uCilce

4.0 mm
5.4 mm
6.6 mm

6.0 mm
6.3 mm
6.6 mm

4.8 mm
5.4 mm
6.2 mm

4.8 mm
5.4 mm
6.2 mm
9%
36%

460 keps (HS)
505 keps (HS)

304 keps (HR)
40 keps

1,280 kcps/uCi/cc

1,800 kcps/uCilcc

5.0 mm
6.5 mm
N/A

5.0 mm
6.5 mm
N/A

6.2 mm
7.0 mm
7.5 mm

6.2 mm
7.0 mm
7.5 mm
16%
29%

62 keps

444 keps/p.Cilce
592 keps/uCilcc
N/A

6.2 mm
6.9 mm
8.0 mm
N/A

5.7 mm

5.7 mm

N/A

N/A

25%

Never achieved
Due to dead-time

38 @0.11mCi

49 keps

1,049 keps/pCilce
1,586 kcps/uCilcc
N/A

4.2 mm
5.7 mm
N/A
N/A

4.5 mm
5.6 mm
N/A
N/A
37%

679 keps (3D)
356 keps (3D)

38 kcps

999 kcps/uCilcc
1,514 keps/uCi/ce
N/A

5.8 mm
7.1 mm
N/A
N/A

6.3 mm
7.4 mm
N/A
N/A
34%

434 keps (3D)

44 keps

>700 kecps/pCilcc
>1,000 kcps/uCi/cc
N/A

4.2 mm
5.6 mm
N/A
N/A

4.8 mm
5.9 mm
N/A
N/A
< 30%

119 @0.27mCi
116 @0.24mCi

48 keps

*Adapted with permission.”

1TThe reader is referred to the references 22 and 23 for further explanation of the performance parameters.
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Table 4. Operational Features of Current Commercial PET Scanners*
GE
Siemens-CTI Siemens-CTlI Siemens-CTI ADVANCE/ADVANCE Philips-ADAC Philips-ADAC
Feature ECAT Exact ECAT HR+ Accel Nxi C-PET Allegro
Filtered backprojection Yes (2D/3D) Yes (2D/3D)  Yes (2D/3D) Yes (2D/3D) Yes (3D) Yes (3D)
Iterative algorithms OSEM (2D) OSEM (2D) OSEM (2D) OSEM (2D) FORE/OSEM  FORE/OSEM
FORE/OSEM  FORE/OSEM  FORE/OSEM 3D-RAMLA 3D-RAMLA
Transmission source 58Ge 58Ge 58Ge %8Ge 137Cs 137Cs also
(Non-PET-CT scanner) included with
Gemini PET-CT
Source activity (MBq) 120 (x3) 140 (x3) 185 (x3) 370 (x2) 185 (x1) 740 (X1)
56 MBq (X 1)
for calibration
Source geometry Rod Rod Rod Rod Point Point
Transmission energy 350-650 350-650 350-650 300-650 595-860 600-720
window
Whole-body scan length 195 195 195 170 168 198

*Adapted with permission.16

The YAP-(S)PET”72 is comprised of a rotating
rectangular assembly of four detector modules,
each comprised of a20x 20 mm? Y AlO,:Ce (cerium-
activated yttrium aluminum perovskite) crystal
coupled to a 3-inch PS-PMT. The opposed detec-
tors, which operate in 3D mode, can move radially
to achieve separation distances of 10to 25 cm. The
sensitivity at the center of the FOV is 640 cps/uCi

(15-cm detector separation), the spatial resolution
1.8 mm, and the volume resolution 5.8 mm?®. The
YAP-(S)PET has axial and radia FOVs of 4 cm.

The HIDAC-PET scanner6s7374 tilizes high-
density avalanche gas chamber (HIDAC) detec-
tors. The latest version of this scanner, the Quad-
HIDAC, employs four detectors, each comprised
of eight multi-wire proportional gas chambers with

Table 5. Technical Parameters of CT Scanners in Current Commercial PET-CT Scanners*

PhilipsADAC Gemini

Siemens-CTI Reveal/CPS
Biograph

GE Discovery LS

PET scanner
CT scanner
Maximum power (kW)
Maximum tube voltage (kV)
Maximum tube current (mA)
Selectable kV values
mA range
Heat capacity (MHU)
Slices/rotation
Slice number X thickness (mm)
2 X 0.5
2 X1
2X25
2X5
2X8
2 %10
Pitch minimum
Pitch maximum
Angular speed (s/rotation)
Maximum scan time (s)
Detectors array

Transverse FOV (mm)

Allegro

MX 8000 Dual
60

140

500

90, 120, 140
30-500

6.5

2

0.375

2

0.5, 0.75, 1, 1.5, 2

60

672 X 2 (1,344
elements)

500

ECAT HR+ or Accel
SomAtom Emotion Duo
40

130

240

80, 100, 130

30-240

3.5

2

2 x1
2x15
2X25
2Xx4
2X5b

0.25

2

0.8,1,15

100

672 X 2 (1,344
elements)

500

Advance Nxi
Lightspeed Plus

60

140

440

80, 100, 120, 140
10-440

6.3

4

2 X 0.625 (axial only)
1and 4 X 1.25
4x25

4 x 3.75

4X5

2xX75

2 X 10

0.75

1.5
0.5,0.6,0.7,0.8,09,1,2,3, 4
120

912 X 16 (14,592 elements)

500

*Adapted with permission.'®



110

increasing dimensions toward the edges of the
detector. The sensitivity is 670 cps/uCi, the spatial
resolution ~1 mm, and the volume resolution ~1
mm?. The Quad-HIDAC has axial and radial FOV's
of 28 and 17 cm, respectively.

PAT ZANZONICO

The Mosaic is a 3D scanner employing GSO-
based pixelated detectors and a rotating and trans-
lating cesium-137 source for attenuation correc-
tion. Its spatial resolution is ~2 mm. The axial and
radial FOVs are 11.5 and 15 cm, respectively.
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